
www.manaraa.com

Network Capacity and Quality of Service Management in
F/TDMA Cellular  Systems

SHAOJI NI

Nokia Networks
IP Mobility Networks
P.O.BOX 323, FIN-00045 NOKIA GROUP
Finland

Dissertation for the degree of Doctor of Science in Technology to be presented with due
permission of the Department of Electrical and Communications Engineering, Helsinki
University of Technology for public examination and debate in Auditorium S4 at Helsinki
University of Technology(Espoo, Finland) on the 26th of February, 2001, at 13:00.



www.manaraa.com

ii

Ni, S., Network Capacity and Quality of Service Management in F/TDMA Cellular
Systems. Acta Polytechnica Scandinavica, Electrical Engineering Series No. 105, Espoo,
2001, 69 pp. Published by the Finnish Academies of Technology. ISBN 951-666-5666-7,
ISSN 0001-6845.

Keywords: Capacity, dynamic channel allocation, quality of service (QoS), GPRS, GSM,
outage probability, interference, impact (effect), radio network planning, cellular systems.

ABSTRACT

As a consequence of rapidly increasing mobile communications, efficient utilization of the
scarce radio resources becomes one of the most important issues in the system evolution.
Increase of the system capacity has been investigated in two ways. The first way is to replace
the fixed channel allocation (FCA), with the more efficient dynamic channel allocation
(DCA). The second way is to utilize those traffic channels not being used by voice services to
provide a packet data service, like general packet radio service (GPRS) and cellular digital
packet data (CDPD). In this thesis, the author have proposed two DCA schemes and
developed an analysis method to investigate the GPRS impact on the GSM voice services. In
addition, the GPRS downlink performance is investigated and some guidelines or principles
for GPRS network planning have been presented.

In the proposed DCA algorithms, the effect of the channel allocation on existing calls is
considered by the evaluation of the call outage rate or a cost function. In the first proposed
algorithm, in order to evaluate the call outage caused by those candidate channels, a method of
estimating the average signal to interference ratio (SIR) variation of on-going calls due to the
assignment of a coming call has been developed. This algorithm improves the capacity or QoS
performance compared with the first available and maximum SIR schemes. In the second
proposed algorithm, a cost function has been introduced to estimate the cost of the assignment
of a candidate channel. The performance evaluation shows that by using the cost-function for
channel pre-selection the problem of high intracell handover rate for the first available based
scheme can be decreased to an adequate level and the time of the call set-up can be shortened.

An analysis method to calculate the outage probability of the GSM-GPRS network for both
the non-frequency hopping and frequency hopping systems has been presented to investigate
the GPRS impact on GSM voice services. It is found that: GPRS affects more on the QoS of
voice services of the network with small reuse factor; GPRS will reduce the cell service area,
but the reduction percentage of the cell service area for the system with small reuse factor is
higher than that for the system with large reuse factor; those channels unused by voice
services might not all be used for carrying GPRS traffic; the number of unused voice channels
which can be allocated to GPRS depends on the difference between the outage level of the
existing GSM network and the maximum acceptable level.

From final part of this work, it is found that: GPRS capacity performance in downlink is
quite different from that in uplink because of the difference in the transmission protocols;
multiple-slot allocation does not show a gain of the mean throughput neither a decrease on the
mean delay compared to single slot allocation. This result is different from the result of the
uplink performance. In multi-rate services, the multi-slot services significantly increase the
delay of the single-slot service, consequently, a control of the multi-slot services is needed.

 All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or
otherwise, without the prior permission of the author.
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1. INTRODUCTION

1.1 Motivations of the Work

The radio resource management includes the selection of: 1) the access port or base
stationwhere the mobile should be camped; 2) waveforms or channelswhich channels
should be used for carrying the information; 3) the power of the transmitterhow much
amount of the power should be used for transmitter. For voice services, the system capacity is
defined by the number of simultaneously served subscribers per area (volume) unit at some
predefined level of quality of service (QoS), e.g., call blocking and dropping rates, while for
data services, it is defined by the throughput at some predefined level of QoS (e.g., time delay,
error rate, reliability). The capacity and the QoS interact on each other and are the key
parameters of mobile networks. In recent years, as the number of subscribers to the mobile
radio systems has been growing rapidly, in order to increase the capacity of a network the
efficient utilization of the scarce radio resources becomes one of the most important and
difficult issues in the mobile communications. The capacity of existing F/TDMA systems
could be improved by increasing the spectrum utilization efficiency, e.g., to replace the fixed
channel allocation (FCA), with the more efficient dynamic channel allocation (DCA). In one
of the third generation (3G) of mobile telecommunications systems, e.g., the universal mobile
telecommunications system (UMTS) - time division duplexing (TDD) mode, the DCA has
been selected [1] to be the method of the radio resource allocation.  Another way of increasing
the spectrum utilization efficiency could be to utilize those traffic channels not being used by
voice services to provide a packet data service, like general packet radio service (GPRS) and
cellular digital packet data (CDPD).

Since the number of parameters for evaluating the QoS of a system could be from 10 to 20
according to the suggestion of International Telecommunications Union (ITU), in this thesis,
the parameters of QoS include the call blocking probability, call dropping probability, call
handover rate, call outage probability (rate) and time delay (for GPRS).

The network capacity improvement is limited by the QoS supported by network. For example,
DCA allows the entire set of channels to be reused at any cell site provided that the signal to
interference ratio constraint is satisfied. However, parameters such as the quality deterioration
of the on-going calls, the call dropping rate and the call reestablishing rate, caused by
admitting a new call into the network, are very important parameters of QoS and affect the
efficiency of the system. The efficiency of a DCA algorithm is constrained by the call setup
time and the limited amount of the information of the coming mobile available for the system.
More specifically, the system neither knows the exact position of the coming mobile nor
allows to locate its position1 before the channel allocation due to the constraint of a short call
setup time. In addition since the traffic in the network is dynamically variable and the number
of states for such a process is very large (number of cells multiply number of channels), it is
impossible to get an optimal solution for channel allocation by computing in a short time.

                                                
1 The location services (LCS) specified by UMTS is a complex system in the radio aspect and only is used for
locating of emergency calls and the LCS subscribers. It can not be applied for the radio resource management.
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For GPRS, according to the “capacity on demand”  principle [2], the physical channels unused
by voice services are allocated dynamically to the GPRS according to the actual needs for
packet transfers. However, the introduction of GPRS into GSM networks without allocating
new spectrum will increase the interference probability of voice services. In addition, the
physical channel allocated to GPRS is shared by a few data users simultaneously. The
cochannel interference to the voice users might vary rapidly and dramatically in the time
interval from 20 ms to a few seconds depending on the transmitted packet data size, because
the locations of those packet data users could be largely different. This effect could drive the
system into an unpredictable and unstable situation besides increasing the interference
probability of voice services. Therefore, the introduction of GPRS into GSM networks may
affect the QoS of voice services.

In summary, the capacity of the existing and the future systems could be increased by
improving the utilization of radio resources with DCA. The introduction of GPRS will have
impacts on GSM voice services. It is necessary to develop new methods for network to control
the radio resources and for operators to plan their networks efficiently. Those are the
motivations of the thesis work.

1.2 Previous Work

Compared with FCA, DCA is potentially able to provide substantial capacity increase and
eliminates frequency planning in network planning. During the past twenty years, many DCA
algorithms have been proposed [3-12], and many claims have been made on improvement of
the system capacity, but the range of capacity gains is still unclear. Due to the dynamic nature
of frequency reuse, the quality of a radio link can be very sensitive to the DCA algorithms and
system architecture. The main idea of all DCA schemes is to evaluate the cost of each
candidate channel, and select the one with the minimum cost provided that certain
interference constraints are satisfied. The selection of the cost function is what differentiates
DCA schemes. The selected cost function might depend on future blocking probability in the
vicinity of the cell [18], on the usage rate of the candidate channel [3][19], on the reuse
distance [3][8][19], on the channel occupancy distribution under current traffic conditions
[11], on radio channel interference measurement of individual mobile users [10, 12, 13], or on
the average blocking probability of the system. The maximum packing DCA [4-5] assumes
that the system has infinite capacity to rearrange every on-going call, without regard to the
number of reassignments involved. In this method a new call is accepted if there is any
possible reassignment of channels to calls in progress which results in a channel that is free
within the interference region of the new call’s cell. Because the maximum packing DCA
requires complete knowledge of existing calls in the entire system and a very large computing
capacity, it is impractical at all. The channel segregation DCA strategy [6-7] is a self-
organized dynamic channel assignment scheme and does not need to measure the propagation
information in advance. By learning from statistical data of carrier sense results, each base
station takes its favorite channel independently so that unnecessary interference will not occur.
As a result, each base station captures its favorite channels for dedicated use. The reuse
partitioning [8-9] is a simple DCA allocation scheme. In this method several overlaid fixed
channel allocation plans are used. Mobiles with the high received signal levels are assigned
channels with small reuse factor, whereas mobiles with low received signal quality get
channels with large cluster sizes. The effect of reuse partitioning is equivalent to increasing
frequency reuse by sectoring cells into multiple concentric rings. A distributed DCA algorithm
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for a hierarchical cellular structure has been proposed in [55]. With this DCA algorithm, the
resources are enabled to be shared not only between cells of the same hierarchy, but between
layers. The implementation study of DCA to GSM system has been presented in [56]. It shows
that the expected increase of system capacity of the selected DCA can be achieved by
carefully choosing the values of the characteristic parameters of the considered DCA. A more
detailed review of the DCA can be found from [51].

Recently, the cochannel interference computation result shows [60] that the capacity
improvement with interference adaptive DCA schemes is better than that with either traffic
adaptive or location adaptive DCA schemes. For the interference measurement based DCA
schemes, e.g., first available (FA) and maximum Signal to Interference Ratio (SIR) schemes,
channels are allocated without checking how the candidate channel will affect the SIR value
of on-going calls in its neighboring cells. Such an allocation may cause the SIR values of
some existing links to fall below the acceptable value. When the deterioration occurs, the
power control (if the function exists) is requested to restore their quality. If it is unsuccessful,
the intracell call handover is requested. If there is no free channel for handover, those calls
will be dropped. Even if we can find a new channel for handover, the call handover may cause
another established link to request handover or to be dropped. Such successive feedback
phenomena may produce deadlocks [50] and increase the load on switching systems due to
intracell handover, and create instability of network. Thus, the efficiency and the quality of
service (QoS) of the network will be decreased due to causing an increase in the burstiness to
the overall arrival rate and overall departure rate of a cell [57].

For the FA based DCA scheme, according to simulations [15] inadvertent dropping of calls
caused by originating calls can occur so often that all unsuccessful (blocked or dropped) calls
are unintentionally dropped calls and not blocked calls. In addition, an exhaustive search and
too frequent intracell handover access (a successful call experienced average 2.2 times of
handover reported in [15]) will decrease the system capacity and make it difficult to
implement in real networks. The “active-link-protection”  channel access scheme [24] tries to
predict for a few initial channel probing iterations whether the admission process will be
successful or not. However, this prediction needs the pathloss information between the new
link and active links. That makes the proposed method difficult to be implemented.

The admission control is normally used by the network for protecting the QoS of existing
users. Since the current cellular network are evolving toward soft capacity limited systems, the
integration of channel allocation, admission control, power control into one radio resource
management scheme would maximize the utilization of radio resources [68-75]. A general
survey of researches in the integration of power control and admission control can been found
in [68]. A distributed constrained power control algorithm has been proposed [69] for the
noninteractive admission control, where the admission decision is instantaneously made based
on system state, and interactive admission control, under which the new mobile is permitted to
interact with one or more potential channels before a decision is made. However, the
noninteractive admission control scheme is needed to maintained a SIR target depended on
the arrival calls and the interactive admission control is at a slow convergence rate. The recent
researches in [70-71] has shown the integration of channel allocation and admission control
can better utilize the radio resources and guarantee the QoS. However, the complexity of those
algorithms required large computing capacity let it difficult to be used in practical network.
Therefore, first part of this thesis will focus on the development in the integration of channel
allocation, admission control, power control into one radio resource management scheme.
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For the maximum SIR (MSIR) or least interference based DCA scheme, an very interesting
result is shown in [58] that the call handover rate increases steeply and decreases gradually as
the traffic increase. It seems that selecting the least interference channel for channel allocation
does not guarantee to have a low call handover rate. Different SIR threshold values, e.g.,
admission, readmission, target, minimum reassigned and dropped threshold values, are used to
decrease the effect of the channel allocation in [59], however, such a consideration can not
bring the maximum performance in capacity.

In the interference measurement based DCA schemes [10, 12, 13, 15, 57-59], the channel is
allocated without evaluating how the candidate channel will affect the on-going calls in its
neighboring cells. It seems that the researchers consider the least interference free channel to
be least likely to cause excessive interference to other active users. This judgment is not very
correct. The least interference channel does not mean directly that it will cause the least effect
to other active users (in the next chapter, the author will show the result in more detail).

Therefore, in the first part of this work, the author will propose two DCA schemes, the
minimum call outage (MCO) scheme and the cost-function based scheme, which considers
not only the capacity improvement but also the quality deterioration of the on-going calls, the
call dropping rate and the call reestablishing rate, caused by admitting a new call into the
network.

The introduction of packet data services should have no any effect or negligible effect on the
existing voice services. In order to guarantee the quality of service (QoS) of voice services, it
may be necessary to allocate dedicated channels for the packet data services, especially for the
GPRS with multiple applications and multiple class services. However, such a scheme with
dedicated channels will reduce the number of channels provided for voice services and
increase the blocking probability to an undesirable level. The dynamic sharing of the channels
between voice services and packet data services seems not to have much impact on the
capacity of voice services and creates an additional capacity for packet data services [46].
However, the system performance may be degraded, e.g., outage probability increase, due to
the additional interference contributed by packet data transmission [47-49].

The studies of the impact on voice services due to overlaying packet data services found in the
literature are mainly focused on the American advanced mobile phone standard (AMPS) [46-
48]. The discussion in [49] about the effect of GPRS on GSM is only considering a simple
case. The power control (with error), discontinuous transmission (DTX) and frequency
hopping have not been considered in those discussions. Until now, it seems that there is no
published paper to give an analysis method which can be applied for the discussion of the
GPRS impact on the GSM voice services. In the second part of this thesis the author will
present a method to calculate the outage probability of the GSM-GPRS network for both the
non-frequency hopping and frequency hopping systems. The GPRS impact on the GSM voice
services is discussed by analyzing the outage probability of GSM-GPRS network.

As the first trial GPRS services will be available soon, the GPRS network planning becomes
an imminent issue for GSM network operators. Because GPRS network is planned on the top
of GSM network, obviously, we cannot directly apply the GSM network planning method into
GPRS network planning. A very short general description of GPRS radio network planning
had been given in [61], however, the most important issue of GPRS radio network planning,
e.g., the remaining capacity of a GSM radio network, has not been mentioned. Until now it
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has not found a published paper discussing this issue in detail yet. The studies of the spectrum
efficiency [62-63] for GPRS show there is an optimal combination pair of the frequency reuse
factor and the coding scheme. Earlier studies of GPRS performance found in the literature
[33-36, 62-63] are simulated with a fixed number of channels used for data transmission. The
GPRS performance in "on-demand" radio resources has shown in [64], but the availability of
radio resources due to the interaction of voice services is still not considered. The essential
point that GPRS is operated on the top of GSM radio network seems to have been ignored by
many researchers. The throughput and delay performance of GPRS mainly depends on the
number of radio resources allocated and the system interference level which determines the
coding scheme adopted. However, the number of channels available to GPRS is a random
variable depending on how many channels are used by voice services and the interference
level of the network. In this thesis the author provide new results of the GPRS performance in
varying radio resources and present guidelines or principles of GPRS network planning.

1.3 Objective of the Work

In this thesis, the author will firstly propose two DCA schemes where the effect of a candidate
channel on existing calls is modeled by the call outage rate or a cost function. Thus, the
algorithms consider not only the capacity improvement, but also the quality deterioration of
the on-going calls, the call dropping rate and the call reestablishing rate, caused by admitting a
new call into the network. Secondly an analysis method will be developed to investigate the
GPRS impact on the GSM voice services. Finally, the GPRS downlink performance is
discussed and some guidelines or principles for GPRS network planning are presented.

The objectives of this thesis work are: 1) to investigate the relationship between the network
capacity and the quality of service in order to increase the utilization of radio resources; 2) to
develop algorithms or methods for network control to manage the radio resources efficiently
and for radio network planners to plan the network optimally.

1.4 Or iginal Contr ibutions

For those SIR measurement bases DCA schemes mentioned in Section 1.2, channels are
allocated only on basis of the local signal and interference measurement without checking
how the candidate channel will affect the QoS of on-going (cochannel) calls of neighboring
cells. Such allocation may cause deadlocks for the network and high rates of the call
reestablishment and the call dropping. The researchers may consider the least interference free
channel to be least likely to cause excessive interference to other active users. This
consideration is not very correct. The least interference channel (downlink interference) does
not mean directly that it will cause the least effect (uplink interference) to other active users.
Therefore, in publications 1-3 [P1, P2, P3], the author contributes the research by the uplink
interference consideration and introduces two new methods to minimize the possible effects
of channel allocation on existing calls and optimizes the performance of the capacity and QoS.
Publication 1 [P1] introduces a method to estimate the outage effect of the candidate channels
on existing calls. A channel pre-selection is done by the outage rate estimation for on-going
calls causing by those candidate channels, before a channel is selected by measurements. In
order to simplify the estimation method of the cost for candidate channels presented in
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publication 1, a cost-function is further introduced in publication 2 [P2] for channel pre-
selection and the corresponding channel allocation algorithm integrated with power control is
proposed in publication 3 [P3].

Recently, the research of the GPRS impact on the GSM voice services has drawn the
attentions of operators. However it has not been found a published paper to give an analysis
method which can be applied for investigating this issue. In publication 4 [P4], the author
develops a new analysis method to calculate the outage probability of the GSM-GPRS
network for both non-frequency hopping and frequency hopping systems. This method takes
into account the Rayleigh fading, power control (with error), discontinuous transmission, and
frequency hopping. The GPRS impact on GSM voice services is investigated by the outage
probability calculation, which is discussed in publication 4 and 5 [P4, P5].

Earlier studies of GPRS performance are simulated with a fixed number of channels used for
data transmission. The research result based on such an unrealistic condition may mislead
operators. The essential point that GSM voice services affect the radio resource available to
GPRS seems to have been ignored by many researchers. In publication 6 and 7 [P6, P7], the
GPRS performance in a dynamically varied number of channels is discussed. An
approximation method for the performance estimation of the single-slot service is discussed
publication [P6]. The analysis method may be useful for the preliminary designing of the
GPRS system “buffer size” . GPRS downlink performance considering link adaptation of
coding schemes in different traffic models is investigated in publication [P7] and has shown
its difference from the uplink performance published in papers [35-36]. The guidelines or
principles of GPRS network planning are presented in publication 7 [P7].

1.5 Outline of the Thesis

The thesis is organized as follows. In chapter 2, two DCA algorithms are proposed. The effect
of a candidate channel on existing calls is discussed and modeled by the call outage rate or a
cost function. In chapter 3, a method to calculate the outage probability of the GSM-GPRS
network for both the non-frequency hopping and frequency hopping systems is presented. The
impact of GSM voice services by the introduction of GPRS is discussed. In chapter 4, an
approximation method for the performance estimation of the single-slot service is discussed.
GPRS downlink performance considering coding schemes link adaptation for different traffic
models is investigated and new results are presented. Some guidelines or principles of GPRS
network planning are presented too. Finally, in chapter 5, the conclusions of the thesis are
made and the comments for further research are given.
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2. DYNAMIC CHANNEL ALLOCATION ALGORITHMS

2.1 Introduction

2.1.1 Frequency reuse concept

Frequency reuse is the core concept of the cellular mobile radio system. In the frequency reuse
system, users in different geographic locations (different cells) may simultaneously use the
same frequency channel. The frequency reuse system can drastically increase the spectrum
efficiency, but if the system is not properly designed, serious interference may occur. Cellular
radio systems rely on an intelligent allocation and reuse of frequency channels in a coverage
region. Each cellular base station is allocated a group of radio channels to be used within a
cell. Base stations are assigned channel groups which contain completely different channels
from those in neighboring cells. Figure 2.1 illustrates the concept of cellular frequency reuse,
where cells labeled with the same letter use the same group of channels. A cell cluster is a
basic unit of the cellular networks, which is outlined in bold. The cluster size N is the number
of cells in the basic unit. In this example, N is equal to seven.

Figure 2.1  Illustration of the cellular frequency reuse concept. Cells with the same
letter use the same set of frequencies.

2.1.2 Inter ference and system capacity

Interference is the major limiting factor in the performance of cellular radio system. It has
been recognized as a major bottleneck in increasing capacity and is often responsible for
dropped calls. Frequency reuse implies that in a given coverage area there are several cells
that use the same set of frequencies. These cells are called co-channel cells, and the
interference from users with the same channel in the other co-channel cells is called co-
channel interference. Unlike thermal noise which can be overcome by increasing the signal-to-
noise ratio (SNR), co-channel interference cannot be combated by simply increasing the
carrier power of a transmitter. This is because an increase in carrier transmit power will
increase the interference to neighboring co-channel cells. To reduce co-channel interference,
co-channel cells must be physically separated sufficiently by a distance, called as reuse
distance. For a network with the limited amount of frequency channels, a large reuse distance
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(cluster size) can guarantee a high QoS to the system, but the capacity will be decreased due to
the decrease of the channel number in a cell.

Another interference of cellular systems is the adjacent channel interference. Adjacent channel
interference results from imperfect receivers' filters which allow nearby frequencies to
interfere the using frequency channel. Adjacent channel interference can be minimized
through careful filtering and channel assignment. Since each cell is given only a fraction of the
available channels, a cell need not be assigned channels which are all adjacent in frequency.
By keeping the frequency separation between each channel in a given cell as large as possible,
the adjacent channel interference may be reduced considerably. However, if the frequency
reuse factor is small, the separation between adjacent channels may not be sufficient to keep
the adjacent channel interference level within tolerable limits.

2.1.3 Fixed channel allocation and dynamic channel allocation

In a fixed channel allocation (FCA), each cell is allocated to a predetermined set of channels
based on the frequency reuse concept. Any call attempt within the cell can only be served by
the unused channels in that particular cell. In a dynamic channel allocation (DCA), channels
are not allocated to different cells permanently. Instead, the base station allocates a channel to
the call following an algorithm that takes into account the likelihood of future blocking within
the cell, the frequency of use of the candidate channel or other cost functions. Compared with
FCA, DCA has following properties of efficient spectrum usage, which are potentially able to
provide substantial capacity increase [54]:

No trunking efficiency losses  Instead of subdividing the available spectrum into fixed
groups, DCA allows the entire set of channels to be reused at any cell site. All radio channels
could be made available everywhere for every call.
Average case inter ference scenar io  In contrast to FCA, which requires pessimistic
scenario (e.g. worst case) consideration, DCA allows a channel reuse factor relying on average
co-channel interference. This transforms into lower margins for lognormal shadow loss.
Adaptive bandwidth shar ing  In a dynamic multi-operator environment, DCA allows
usage of channels to be proportional to each operator’s market share.

Besides improving capacity, DCA eliminates frequency planning in network planning. DCA
not only allows significant capacity gains due to superior frequency reuse, but also mitigates
efficiency losses arising from the traffic variation with spatial and time dependency. The main
idea of all DCA schemes is to evaluate the cost of each candidate channel, and select the one
with the minimum cost provided that certain interference constraints are satisfied. The
selection of the cost function is what differentiates DCA schemes.

DCA can be divided into centralized and distributed schemes according to the control type
employed. In centralized DCA schemes, the centralized controller collects the information it
needs from all base stations in order to find a suitable channel for assignment. Simulation
results have shown [3, 4] that centralized DCA schemes produce near-optimum channel
allocation, but at the expense of the overload of the controller. As a result it is very complex
and impractical for implementation. On the other hand, distributed DCA schemes [10-13]
“distribute”  the functions of the centralized controller into the base stations. Each base station
makes its own decision on the channel assignment, using either local information about the
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usage state of channels in its own cell and in its nearby cells or the measurement information
about the signal and interference. Since the distributed DCA schemes can adapt to the dynamic
traffic situation and decrease the system complexity in channel allocation, it can be
implemented more easily in F/TDMA systems. However, for distributed DCA, the signaling
traffic load of the core network might increase and limit the capacity improvement.

For measurement based distributed DCA schemes in early studies, channels are allocated
without evaluating how the candidate channels will affect the SIR value of on-going calls in
its neighboring cells. Such channel allocation may cause the drop of the existing calls or a
series of intracell call handover which will produce the decrease of the system efficiency and
degrade the quality of service (QoS) of the network. The channel with least interference
(downlink interference) or with maximum SIR does not mean directly that it will cause the
least effect (uplink interference) to other active users. Therefore, in this chapter, the author
contributes the research by the uplink interference consideration and introduces two new
methods to minimize the possible effects of channel allocation on existing calls and optimizes
the performance of the capacity and QoS. The minimum call outage (MCO) scheme and the
cost-function based scheme, which will be introduced here, considers not only the capacity
improvement, but also the quality deterioration of the on-going calls, the call dropping rate
and the call reestablishing rate, caused by admitting a new call into the network.

2.2 Minimum call outage (MCO) dynamic channel allocation scheme

2.2.1 Estimation of the average effect of the channel allocation on existing calls

The performance of a channel allocation algorithm in uplink and downlink may have a little
difference because of a slight difference in interference between the two links, however, the its
performance characteristic and trend in uplink and downlink should be similar. Therefore, we
only consider the downlink situation in the following for reducing the simulation time. For
simplicity, we assume each base station to have the same transmitted power P on each channel
and with omnidirectional antenna. Fast fading is not considered. The propagation model is
assumed to have an average path loss exponent η. Then the received power of desired signal
for mobile p in cell i and that of the interference signal from the link of mobile q in the k-th
cell, respectively, are

 10
0
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ipip rPAS
ξ

η ⋅⋅⋅= − ,  (2. 1)

pqkpkq

kp

dPAI β
ξ
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where A is a proportional constant; rip is the distance between mobile p and the base station of
the serving cell i (Figure 2.2), dkp is the distance between mobile p (in cell i) and the base
station of the k-th interfering cell; η is the an average path loss exponent; ξ0ip and ξkp are log-
normal random variables1 (in dB) which refer to the slow fading of the desired signal of
mobile p and the interference signal from the base station of interfering cell k respectively; βpq

is the attenuation factor (with respect to channel q to channel p) of interference by receiver
filter.

The attenuation factor, βpq, is introduced to describe the co-channel interference and the

adjacent channel interference with one formula. For the co-channel interference, βpq becomes
1, but for the adjacent channel interference, βpq depends the receiver filter characteristic and
the channel separation between channel p and channel q.

The desired signal and interfering signals, and different individual interfering signals are all
assumed to be statistically mutually independent. From Eq. (2.1) and (2.2), the signal to
interference ratio (SIR) is obtained:
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where { ni}  denoted the interfering cell set for host cell i; { mk}  is the assigned channel set in
the k-th interfering cell. Let

pq
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−= . (2.4)

The term wkq is the contribution to the SIR reciprocal of call p in cell i by the admission of call
q in cell k. The effect on the SIR value of the existing call p due to allocating channel q in cell
k can be calculated from the term of wkq.

The distribution of mobiles within a cell has effect on the capacity. Considering the non-
uniform distribution of mobiles within a cell, we need to take into account of the distribution
of call arrival, the distribution of the calls' moving directions and the speed of mobiles. It is so
complicated that it is difficult to consider practically and theoretically. Fortunately, the power
control can dilute the capacity effect of mobiles non-uniformly distributed in a cell. Therefore,
it is assumed here that mobiles uniformly distributed within a cell to simplify mathematical
calculation. It needs to note that the assumption does not imply the uniform traffic within a
network. The traffic load in each cell in a network can be different. When a new call is arrival,
the base station (BS) does not have the exact location of this mobile station (BS). Therefore

                                                
1 In publication [P1], the slow fading component is denoted with 10(-ξ/10). Because the slow fading ξ is log-normal
distribution, there is no difference in statistical characteristics between the slow fading in [P1] and that here.



www.manaraa.com

11

we simplify the MS location distribution with a uniform distribution and obtain the average
effect the SIR of a candidate channel on existing calls. Applying probability density function
(PDF) of uniform distribution, f(s) =1/(πR2) into Eq. (2.4), where R is the radius of a cell, we
have
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where Dik is the distance between centers of cell i and cell k. Eq. (2. 5) can be integrated by
numerical calculation.

Assuming that channel q in cell k is a channel which will be assigned to a new call, then wkq

can be taken as the average effect on the SIR of the existing call p in cell i from this
assignment. Hence, if the channel q is allocated, The SIR value of call p, SIRold, will be
approximately changed to

kq
old

new

w
SIR

SIR
+

≈
1

1
(2.6)

The proposed MCO scheme is based on the SIR estimation with Eq. (2.6).

2.2.2 MCO dynamic channel allocation scheme

The timid DCA algorithm is such an algorithm that a channel is allocated only if there are no
nearby interfering cells using this channel. It has been shown in previous work [11] that the
timid DCA outperforms the FCA at very light traffic load. However, for heavy traffic load, the
timid DCA performance in call blocking probability shows its inefficiency. On the other hand,
the aggressive DCA algorithm is such that the mobile station may take a channel providing
the SIR constraints are satisfactory even if it is being used in nearby interfering cells. The call
blocking performance can be improved significantly by aggressive DCA, however, this
improvement is obtained at the expense of high call reconfiguration (intracell handover) and
call dropping rates, especially for heavy traffic load. Consequently, the aggressive DCA
algorithm may cause signaling overload and poor QoS of the network, when it is operated in a
practical system. It would be more attractive that the DCA algorithm improves the call
blocking performance on basis of keeping the call handover and call dropping rates at an
acceptable level. This is the main purpose of the MCO scheme.

A. Signal to Interference Ratio (SIR) Table
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In the MCO scheme, the distributed DCA strategy is adopted. Each base station is a controller
executing a DCA scheme for making decisions on channel assignment within that cell.
Information exchange is limited to its neighboring interfering cells only. At each base station,
a SIR table is maintained, which contains the SIR values of occupied channels of its own cell
and its interfering cells (Table 2.1). After a channel is allocated to a call, the host base station
changes the channel state from “ free”  into “busy”  by updating corresponding SIR
measurement value of this channel into the SIR table. In addition, for the existing calls
(affected by this new allocated call) in interfering cells, their new calculated SIR values are
updated into the SIR table with Eq. (2.6) as well.

At the same time, the channel allocation information, such as the cell number, the channel
number and its SIR value, is exchanged to its interfering cells. The neighboring interfering
cells will proceed with the same updating procedure.

In contrast to channel allocation, after a channel is released, the base station changes the
channel state from “busy”  into “ free”  by updating the SIR table with zero value for this
channel. In addition, for those existing calls (affected by this new allocated call) in interfering
cells, their new calculated SIR values are updated into the SIR table with:

SIR

SIR
w

new

old
kq

≈
−

1
1 , (2.7)

The efficiency of the MCO scheme depends on the updating frequency of those SIR tables
besides the updating in call set-up and release. If we often update those SIR tables with
measurement values, we can evaluate the effect on existing calls by a candidate channel more
correctly. However, if the SIR information is frequently exchanged between base stations, the
load of the core network will be increased significantly.

channel
cell 1 2 3 ... M
i0 12.5

ik 15.0 11.2

...
in 12.0 10.3

Table 2.1 An example of the SIR table at cell site i0. The first row represents SIR
values of all channels at cell site i0; the other rows represent those at neighboring
interfering cells of cell i0.

B. Minimum Call Outage Scheme

The First Available (FA) and maximum SIR (MSIR) (also called Least Interference) schemes
mentioned in [25], can be classified as aggressive schemes, because the deterioration of SIRs
of on-going calls is not considered in channel selection. When a channel is assigned to a call,
it is possible that this allocation will cause the SIR of already established links to deteriorate.
We usually call such a deteriorated link whose SIR is lower than the threshold value γ as
“outage links (calls)” . The call outage rate Poutage is defined as the ratio of the number of
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outage call to the number of on-going calls. If the call outage rate is minimized, the probability
of call dropping will decrease and the quality of service will increase. The algorithm of the
Minimum Call Outage (MCO) scheme is

• Each BS maintains a SIR table. The values of this table are updated when a call is
allocated or released in its cell and neighboring interfering cells.

• When a call arrives in a cell, the base station searches through all free channels for those
channels whose SIR values are larger than the threshold value γ. Then, the base station
evaluates the deterioration of the SIR of on-going calls (only within its interfering cells)
according to its SIR-table and equation (2.6) for those channels. The channel that causes
the minimum call outage rate is assigned to the new call. If there is more than one channel
giving the same the call outage rate, we randomly choose one of these channels, i.e., the
channel p to be assigned should satisfy:

(1)  SIR(p)  > γ,
(2)  Channel p minimizes the outage rate of existing calls.

• If there is no channel with SIR larger than the threshold value γ available, then the call is
blocked.

 

 2.2.3 Simulation results and discussions
 
 A. Simulation Model
 
 In the MCO scheme we try to maximize the number of mobiles that can be admitted into the
network and minimize the outage rate of on-going calls. The nature of this DCA problem does
not allow any simple analytical optimization. So the scheme is investigated by simulation. In
the simulation, the network model is a two-dimensional regular hexagonal grid with 81 cells
(9× 9) (Fig. 2.3). In order to avoid the boundary effect, the left-most and the right-most
columns are “neighbours”  with each other, and so are the top and the bottom rows. Thus, the
results are representative of an infinite system, and therefore can be applied to a large network.
Around a host cell, only two tiers of cells (6 cells in the first tier and 12 cells in the second
tier) are considered to be the interfering cells. The number of channels available to the system
is 60. The co-site channel separation constraint is 4 channels. The attenuation factor β is
assumed to be 1.0, 0.05, 0.001, 0.00005, for the channel separation = 0, 1, 2 and 3
respectively. For channel separation larger than 3, we set β to be 0. The propagation model is

2  3
2

3

Figure 2.3  Simulation network. 

-host cell, - interfering cells.
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assumed to have an average path loss with an inverse fourth power (η = 4) distance
dependency, and lognormal slow fading with a σ = 8 dB standard deviation. The term of

E[ 10
)0  (

10
ippk ξξ −

] in Eq. (2. 5) is calculated with the method given in [14],  but the value is
sensitive to the integral range of  ξk -ξ0 adopted in the calculation. If the integral range is still
adopted in the range of (-4σ, 2σ), according to the calculation, for a σ = 8 dB standard
deviation of slow fading, the value is approximately 4. The threshold value of SIR for
assigning a channel to a new call is chosen as γ = 12 dB. If the SIR of an on-going call is
deteriorated below 10 dB, the call is dropped. To investigate the nature of the algorithm, we do
not consider any intracell and intercell handover and power control in the simulation system.
Hence, the movement of mobile stations is ignored here, and the “call outage”  is created by
the new call’s admission. The call arrivals in each cell constitute independent Poisson
processes. The duration of each call is exponentially distributed with mean 1/µ = 180 s. The
call traffic is spatially uniformly distributed.
 

 
 B. Simulation Results [P1]
 
 To evaluate the system performance two extra parameters are defined as:
 

      drop probability =
number of dropping calls

number of admitted calls
     outage probability =

number of outage calls

number of admitted calls
 
 The performance of FA, MSIR and MCO schemes is shown as the blocking probability,
dropping probability and outage probability (Fig. 2.4−2.6). The blocking probability for FCA
(N = 7) is also shown in Fig. 2.4. With uniform traffic distributions, each DCA scheme
performs significantly better than the FCA scheme as expected. For a 1% blocking
probability, the DCA schemes can offer about 40% - 60% of capacity gain. Among those three
DCA schemes, the First Available scheme is a fast setting up algorithm and the blocking
probability performance is best, however, the probability of call dropping is the highest, and
especially the probability of call outage (10 dB ≤ SIR < 12 dB) is very high. Even though for
the traffic load with a 1% call blocking probability, its outage probability is still as high as
30%. Therefore, for such high outage probability, it is very easy to understand the simulation
result [15] that with FA scheme the unintentional dropping of calls caused by originating calls
can occur so often that all unsuccessful (blocked or dropped) calls are unintentionally dropped
calls and not blocked calls. For the MSIR scheme, the probability of call dropping is lowest,
but this obtained at the expense of highest probability of call blocking. For a 1% blocking
probability, it has approximately 9% traffic load less than the other two schemes. For the
MCO scheme, the call blocking probability is almost similar to that of the FA scheme, but it
has much more improvement in the performance of probability of call dropping and
probability of call outage.
 
 The comparison of performance for the three DCA schemes with spatially non-uniform traffic
(hot spots’  traffic) has been shown in [P1]. The performance shows the similar characteristics
as that obtained with uniform traffic.
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 Figure 2.4  Probability of call blocking with uniform traffic.
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 C. Discussions
 
 The MCO scheme minimizes the call outage probability and consequently reduces the call
dropping probability when assigning a channel to a new call. It shows some improvement in
QoS compared with that of FA and MSIR schemes. However, the MCO scheme has
following limitations for implementation:
 

• Due to the limitation of network signaling load, the SIR values of calls cannot be
exchanged very frequently. There is a trade-off between the frequency of SIR exchange
and the performance of MCO. More frequent the SIR exchange, the better the
performance of MCO. The determination of the frequency of SIR exchange should
consider the capacity of network signaling load and user traffic load. Consequently, the
SIR values in a SIR-table may be obsolete values. The use of obsolete SIR values may
have a wrong call outage rate and may cause a wrong decision on channel allocation.

• The exact position of users within cells cannot be taken into account when the cost (or
call outage rate) of a candidate channel is evaluated.

• Even though many algorithms have been proposed [16-17] for SIR estimation, the SIR
measurement in existing cellular system is based on the Bit Error Rate (BER)
measurement and the error of SIR measurement might be more than 1 dB. That may
bring more error to the estimation of the call outage rate.

• The algorithm needs to evaluate the outage probabilities of all free channels. The average
call setup time of the MCO scheme cannot be guaranteed to be shorter than that of First
Available and Maximum SIR schemes.

• The MCO scheme given here is based on the homogeneous network model with equally
sized hexagonal cells. In the practical system, different cell size and cell geometry would
co-exist in a network and the transmitted power for different call would be different. As
an approximation, we can use the average transmitted power of each cell in place of the
constant power to evaluate the average SIR effect of existing calls. The estimation of the
call outage rate will be much more complicated.

In the following section, we will introduce a cost function to improve the evaluation of the
cost of a candidate channel. The proposed cost-function based DCA algorithm is simpler and
easier to implement.

2.3 A Cost Function Based Dynamic Channel Allocation Algor ithm

2.3.1 Cost Function

The main idea of all DCA schemes is to evaluate the cost of each candidate channel, and
select the one with the minimum cost provided that certain interference constraints are
satisfied. The selection of the cost function is what differentiates DCA schemes. Here we
introduce a cost function based on the average interference.

When a new call is accepted into the network, it might cause quality deterioration of ongoing
calls. The cost of a call admission depends on the assigned channel l, the distance Di between

cell centers of co-channel users of channel l, the location (ri, θi) of all cochannel users, and the

transmitted power set P ∈Pi (i∈n) of all cochannel users. The cost function is:
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C = C( Pi, ri, θi, l, Di ), i∈n                            (2.8)

The performance of a channel allocation algorithm in uplink and downlink may have a little
difference because of a slight difference in interference between the two links, however, the
its performance characteristic and trend in uplink and downlink should be similar. Therefore,
we only consider the downlink situation in the following for reducing the simulation time..
For any cell, normally, only two tiers of cells are considered as its interfering cells. If a
cochannel user is assigned in the host cell, for the second tier of interfering cells (Fig. 2.3), the

co-channel interference to cells of type 3 (D/R = 2 3 ) is different from that to cells of type 2
(D/R = 3). As shown in Fig. 2.7, the downlink cochannel interference power of mobile i in cell
k from the link of mobile j in cell h is:

10/10 j

ihjj dPAI ξη−⋅= ,                                               (2.9)

where 2/122 )cos2( ϕDrrDd iih −+= ; Pj is the downlink transmitted power to mobile j; ξj is

the slow fading variable with log-normal distribution and parameter A is a proportional
constant. Assuming that the mobile users are uniformly distributed within a cell, the average
interference power with respect to the whole cell area in cell k is:
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By numeric calculation, for η = 4, the average interference for D/R = 3 and D/R = 2 3  is
respectively:
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For a scheme with no power control, the transmitted power is assumed to be the same for all
users. For a scheme with power control, because the power control (SIR-balancing scheme) is
to locally minimize the interference probability in the aspect of the transmitted power [21-22],
the transmitted power is not considered as a factor in our cost function. If the difference of
E[10ξ/10] between different cells is ignored, and only the variable D in Eq. (2.11) is
considered, it can be seen that the average interference with the distance D = 3R is

approximately twice as much as that in  the distance D = 2 3 R. That means that, if assigning
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Figure 2.7  Downlink interference.
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a new user in the host cell, the cost to the cochannel user in type 2 interfering cells (Fig. 2.3) is
almost twice as much as that in type 3 interfering cells. That implies that if the cost of this
channel allocation to calls in type 3 interfering cells is considered as 1, then the cost to calls in
type 2 cells should be considered as 2. In addition, the average interference to the third tier's
cells is no more than 1/3 of that to type 3 interfering cells. Any DCA normally has the
property to avoid using the same channel in neighboring cells because of the high cochannel
interference. The number of the common active channel set between the first tier's cells and
the third tier's cells will be much high than that between the second tier's cells and third tier's
cells. Even if the first tier cells and the third comment active channels, if a high cost for which
the same channel is assigned in neighboring cells (first tier cells) have been considered, it is
reasonable to ignore the effect of channel allocation on the active calls in the third tier's cells.

We use the average interference to construct a cost function for channel allocation. For cell x,
let F(x) denote the available channel set in cell x, H(k), the occupied channel set in interfering
cell k, I1(x), the set of the first-tier of interfering cells, I22(x), the set of the second-tier of type
2 interfering cells, and I23(x), the set of the second-tier of type 3 interfering cells (Fig. 2.3).

Based on the interference analysis, we define the cost to the interfering cell k∈{ I1(x), I22(x),

I23(x)} , due to allocating channel l∈F(x) in cell x, as
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where the constant c is defined as a large value in order to avoid assigning a cochannel user in
the first-tier of interfering cells as much as possible. The overall cost function to its interfering
cells for channel l is
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 .                           (2.13)

From Eq. (2.12), we can calculate the cost of each available channel in cell x. The cost of a
channel roughly describes its effects on the on-going calls, if this channel is allocated. We will
use the cost to decide the priority of a channel for allocation.

2.3.2  Per formance of the cost-function in channel allocation

The abilities of an algorithm quickly making decisions about the access channel and
transmitted power are key issues of the quality of service (QoS). Before the cost function in
Eq. (2.13) is combined with the power control algorithm to be used for network resource
management in the following section, the performance of the cost function in channel
allocation (without power control) must be evaluated. We need to know what is the benefit of
the cost function based algorithm, compared with some traditional channel allocation
algorithm and what is the time efficiency of the cost function based algorithm.

A. Cost Function Based Channel Allocation Algorithm

To reduce the call dropping rate and to shorten the call set-up time, SIR values are measured
only in a limited number of channels, called optional channels, chosen according to the
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priority list. The cost function in Eq. (2.13) is used to decide the cost of a channel. The lower
the cost of a free channel, the higher the priority of the channel for allocation. The proposed
algorithm is operated in the following way:

• For any cell, two tiers of cells are considered as interfering cells (Fig. 2.3). The channel
state information (allocating or releasing) of each cell is locally exchanged to its
interfering cells. Every cell maintains a list of the cost for all channels including the free
channels and the occupied channels. The lower the cost of a free channel, the higher the
priority of this channel for call set-up. The cost of a channel in a cell is updated (increased
or decreased) in real time if a co-channel call is accepted or terminated (dropping and
departure) in one of the cell’s interfering cells. If we only consider assigning the cochannel
users in the second tier of interfering cells, the maximum cost of a channel is 12. Hence, in
order to avoid as much as possible assigning a cochannel user in the first tier of interfering
cells, we choose the constant c in Eq. (2.12) as 13*. To reduce the aggressiveness of the
algorithm, if the cost of a channel is higher than 23 (full of cochannel users in neighbour
cells), the channel is marked in order not to allow its use for call set-up.

• When a call arrives in a cell, the free channel with the highest priority (lowest cost) is
chosen for call set-up. When the measured SIR of this channel is higher than the
predefined value, the channel is used for allocation. Otherwise, the SIR of another free
channel with the next highest priority is measured until a channel is found for allocation or
the new call is blocked. If all free channels have been measured, but the SIR requirement
is still not satisfied, the call is blocked.

• When the SIR of an on-going call has fallen below the threshold value of call dropping,
the call is dropped.

 This algorithm tends to allocate a channel with minimum effects on on-going calls, hence, we
call this algorithm the minimum cost algorithm.
 
 A. Simulation Models
 
 The performance of the cost-function based algorithm is investigated by simulation. In the
simulation, the network model is same as the model in section 2.2 (Fig. 2.3). The channel
model has an average pathloss with inverse fourth power (η = 4) distance dependency, and
log-normal slow fading with zero mean value and a σ = 8 dB standard deviation. There are 36
orthogonal channels available in the system. The threshold value of SIR for assigning a new
call is chosen as γ = 12 dB. The threshold value for call dropping is 10 dB. Omnidirectional
antennas are assumed to be used in the system. The call arrivals in each cell constitute
independent Poisson processes with uniform arrival rates. The duration of each call is
exponentially distributed with mean 1/µ = 120 s. The locations of calls are randomly generated
within each cell. The mobility of mobiles is not considered. In order to evaluate the behavior
of this cost-function in channel allocation in more detail, we do not consider the power control
and handover and only simulate the performance of the cost-function based DCA scheme.
 
 B. Simulation Results [P2]
 
 The purpose of this algorithm is mainly to maximize the number of mobiles that can be
admitted into a network and to minimize the call dropping rate of on-going calls. In addition,
the efficiency of the algorithm is also considered. The performance of first available (FA) and

                                                
* It may be chosen a lower value but the aggressiveness of this algorithm will increase.
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maximum SIR (MSIR) schemes is also simulated as references to the cost-function based
DCA (called the minimum cost) scheme.
 
 The call blocking probability, call dropping probability, and unsuccessful (blocking and
dropping) call probability for different traffic loads (uniform) are shown in Fig. 2.8−2.10,
respectively. As shown in Fig. 2.8, the FA scheme has lowest call blocking probability; the
minimum cost scheme has slightly higher call blocking probability than the MSIR scheme.
However, Fig. 2.9 shows that the call dropping probability of FA scheme is the highest and
much higher than that of the other two algorithms; the call dropping probability of the
minimum cost scheme is the lowest. Obviously the low call blocking probability of the FA
scheme is based on the high call dropping rate. The minimum cost scheme with a lower call
dropping probability compared with FA and MSIR schemes shows its low aggressiveness. If
this cost function is incorporated with power control and handover to manage the network
resources, it may not cause high call reassignment rate and high signaling load. The parameter
of the unsuccessful call probability which is defined as the sum of call blocking and dropping
probabilities is more adequate to investigate the performance of an algorithm. Fig. 2.10 shows
that the minimum cost scheme has the lowest unsuccessful call probability and the FA scheme
has much higher unsuccessful call probability than the other two algorithms.
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 Figure 2.8 Call blocking probabilities with uniform traffic loads.
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 Figure 2.9 Call dropping probabilities with uniform traffic loads.
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 Figure 2.10 Unsuccessful call probabilities with uniform traffic loads.
 
 The call set-up time is another important parameter for evaluating the performance of an
algorithm. The more channels that have been measured, the longer the call set-up time.
Because the MSIR scheme needs to measure all free channels in order to select the channel
with maximum SIR value for allocation, of course, its call set-up time must be the longest one
among the three schemes. In order to evaluate the set-up time of the minimum cost and FA
schemes, we make a statistics in that the number of channels have been measured for each
channel allocation and count the amount of such channel allocation, for which one channel
has been measured, called as “once measurement”  channel allocation, Fig. 2.11 shows the
ratio of the number of the “once measurement”  channel allocation to the total number of
channel allocation for the minimum cost and FA schemes. We call this ratio as the “one-time-
trial ratio” . The one-time-trial ratio for both minimum cost and FA schemes decreases with
increasing the traffic load. That implies that the average call set-up time increases with
increasing traffic load for both schemes. However, the one-time-trial ratio of minimum cost
scheme is about 13.5−16.4% higher than that of FA scheme. At high traffic loads the
difference of the two ratios is larger. Hence, the average call set-up time of the minimum cost
scheme is shorter than that of FA scheme.
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 The cost of a channel introducing in this work roughly describes its effects on the on-going
calls, if this channel is allocated. By using the cost-function to select a channel for call set-up,
we find that cost function based DCA algorithm has lower call dropping probability and
unsuccessful call probability than the FA and MSIR schemes; the FA scheme achieves the low
call blocking probability by intensive call dropping. Therefore, if FA and MSIR schemes are
combined with other techniques, such as power control and handover, it may cause intensive
intracell handover rate and high signaling load, because of its high aggressiveness. In addition,
for the call set-up time, the minimum cost scheme has better performance than FA and MSIR
schemes.
 

 2.3.3  A cost-function based distr ibuted  DCA algor ithm with power  control
 
 The power control can suppress the adjacent channel interference (for non-orthogonal
channels), the cochannel interference (for orthogonal channels), and minimize power
consumption to extend terminal battery life. Undoubtedly, the power control can raise the
network capacity. Some power control algorithms [20-21] based on the idea of balancing the
SIR of all radio links have been proposed, but the final SIR achieved by those algorithms may
be unsatisfactory for some of the links. Some calls must be dropped in order to keep the SIR
of other calls higher than the predefined threshold value. Obviously, the efficiency of radio
resource management is dependent on the channel assignment and the power control. The
combination of DCA and power control to obtain some substantial capacity gains has been
reported in [15], however, because no channel pre-selection is done before the channel
probing procedure, inadvertent dropping of calls caused by originating calls can occur so often
that all unsuccessful (blocked or dropped) calls are unintentionally dropped calls and not
blocked calls. In addition, an exhaustive search and too frequent intracell handover access (a
successful call experienced with average 2.2 handovers as reported in [15]) will decrease the
system capacity and make the algorithms difficult to implement in real networks. Here, a
distributed DCA algorithm with power control is proposed. In this algorithm, the cost function
introduced in section 2.2.1 is used for channel pre-selection, and the power to be assigned is
probed on the pre-selected channels.
 
 A. Power Control
 
 It is assumed N co-channel users are served in a system. One of them, i, transmits with the
power Pi and the corresponding signal to interference ratio (SIR) is γi. The following
distributed power control algorithm is used to search for a locally optimal power for the
ongoing calls, which is similar to the algorithm used in [21]:

                        Pi(k+1) = max{  P min, min{  δi(k) ∗ Pi(k), Pmax}  } , (2.14)

                    and )()( kk ii γγδ = , i = 1, 2, ..., N ,

 where Pi(k) denotes the k-th discrete time transmitted power of call i; Pmax and Pmin are the

maximum and minimum transmitted power respectively; γ is the SIR threshold value. The
algorithm tends to set the SIR value of every call to the threshold value. The convergence of
this algorithm has been proven [22] and the convergence properties hold [22-23] even when
each user is allowed to have different power updating rate and when these updates are
asynchronous.
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 B. Dynamic Channel Allocation Algorithm with Power Control
 
 The channel assignment and power assignment will be integrated into a distributed channel
access algorithm here. In this algorithm, the cost function introduced in Section 2.3.1 is used
for channel pre-selection, and the assigned power is probed on the pre-selected channels. The
proposed algorithm is operated in the following way:

• For any cell, two tiers of cells are considered as interfering cells (Fig. 2.3). The channel
state information (allocating or releasing) of each cell is locally exchanged to its
interfering cells. Every cell maintains a list of the cost for all channels. The cost function
in Eq. (2.13) is used to decide the cost of a channel. The cost of a channel in a cell is
updated (increased or decreased) in real time if a co-channel call is accepted or terminated
(dropping and departure) in one of the cell’s interfering cells. If we only consider
assigning the cochannel users in the second tier of interfering cells, the maximum cost of a
channel is 12. Hence, in order to avoid as much as possible assigning a cochannel user in
the first tier of interfering cells, we choose the constant c in Eq. (2.12) as 13*. To reduce
the aggressiveness of the algorithm, if the cost of a channel is higher than 23 (full of
cochannel users in neighbour cells), the channel is marked in order not to allow its use for
call set-up.

• When a call arrives in a cell, the free channel with highest priority (lowest cost) is chosen
for call set-up and the call power probing process is activated. The procedures of the
power probing for a new (or handover) call are:

1. Assigning the minimum transmitted power Pmin to the new call p.
2. Measuring the SIR value γp of the call.
3. If γp < γ, adjusting the power of the call according to Eq. (2.14) and going back to

step 2; if γp ≥ γ, and Pmin ≤Pp(k) ≤Pmax, this call is admitted into service with this
power and the call power probing process is ended.

4. If a power can not be found in the range of [Pmin, Pmax] with which the SIR value γp ≥
γ or the probing iteration number (10 is used here) is larger than a pre-assigned value,
the probing is moved to the next highest priority channel. Actually, an exhaustive
searching is not allowed in a system. Hence, we prescribe that if four channels have
been evaluated, but the SIR requirement is still not satisfied, the call is blocked.

• If a call is in service, the power control algorithm in Eq. (2.14) is used to maintain its
quality. Each base station monitors its own served calls at some time interval. We assume
that all base stations are synchronized (actually the algorithm works asynchronously
either). When the SIR of a call falls below the target value, the power control procedure is
requested. However, if the maximum transmitted power is requested or the number of
iterations of power level adjustment is larger than the allowed value, but the SIR is still
below a specified value (e.g., the call dropping threshold value), the handover procedure is
requested. The “call set-up”  procedure will begin to search for a channel for handover. If a
channel is found, the call is moved to this channel. Otherwise, the call is dropped.

C. Simulation Models

The performance of this algorithm is investigated by simulations. In these simulations, the
network model is the same as the model in Section 2.2 (Fig. 2.3). The channel model, traffic
model and antenna model are the same as those used in Section 2.3.2. There are 36 orthogonal
                                                
* It may be chosen a lower value but the aggressiveness of this algorithm will increase.
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channels available in the system. The cell radius is 5 km. The maximum and minimum
transmitted powers are assumed to be 20 and 0.02 Watts respectively (30 dB range). It is
assumed that all channels in all cells have a noise level of -120 dBm at the receivers. The
threshold value of SIR for assigning a channel to a new call and the target value of ongoing
calls are both chosen to be γ = 12 dB. The threshold value for call dropping is 10 dB.

D. Simulation Results [P3]

Because in Section 2.3.2, the performance of the (pure) cost-function based DCA scheme has
shown that the call dropping and call unsuccessful rates can be reduce and the call set-up can
be speeded up, compared with that of FA scheme and MSIR scheme, we do not make such
comparisons again here. The purpose of this algorithm is mainly to maximize the number of
mobiles that can be assigned into a network and minimize the call dropping rate of ongoing
calls. In addition, the efficiency of the algorithm is also considered. To evaluate the system
performance, two extra parameters, Rh, the intracell handover rate, and Ruh, the unperformed-
handover rate, are defined as:

Rh =
number of requests of intracell handover access

number of admitted calls
,

Ruh =
number of unperformed handover calls in successful calls

total number of successful calls
.

The physical meaning of Rh is the average number of intracell handover accesses caused by
admitting a new call. The Ruh is the ratio of the successful calls which the intracell handover is
not needed to total successful calls. In following simulations, the number of call arrivals
varies from 175,000 to 218,000 depending on the traffic load. The SIR of each service call is
measured once per second. In the meantime the power control procedure is activated. In power
control, if the maximum transmitted power is requested or the number of iterations of power
level adjustment has been 10, but the SIR is still below 10 dB, the handover procedure is
requested. If there is no qualifying channel for handover, the call is dropped.

The blocking and dropping probabilities as function of traffic load (uniform) are shown in
Figure 2.12. The blocking probabilities of FCA with a reuse factor of three (N = 3) are also
shown. We find that at the load of approximately 9.4 Erlangs our scheme performs with 1%
blocking and 1.2% dropping probabilities while FCA shows about 9.7% blocking probability.
The system capacity has been largely improved compared with FCA. Because a large power
range (88 dB) is used in the simulation of the paper [15], we can not make a direct comparison
of the performance shown here with the performance shown in [15]. However, from the
simulations in Section 2.3.2 which have shown that the (pure) cost-function based DCA
scheme outperforms the FA scheme, we at least can infer that the performance in call
handover and call setup time will be better than their result. The simulation results of the
handover rate will give more support to the statement.

The intracell handover rate is shown in Fig. 2.13. It varies from 34.3% to 44.1%. A very
interesting observation is that the handover rate initially increases with increasing traffic load,
but for traffic loads exceeding 11 Erlangs it decreases with increasing traffic load. One reason
is that the dropping and blocking probabilities increase with increasing traffic load; for high
traffic load, while the number of calls in network reaches a certain value, the system controls
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the call admission (due to the property of cost function) and only those less aggressive calls
are allowed into the network (Fig. 2.12 shows that there is a cross-point between the curves of
the blocking probability and the dropping probability). The unperformed handover rate
(Figure 2.13) gives more evidence for this explanation. The unperformed handover rate varies
slightly from 87.5% to 91.4%. The figure of the two “ rates”  implies that most of admitted
calls are not aggressive and successful calls experiencing multiple handover is only a few
percent.
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Figure 2.12. Probabilities of blocking and dropping with uniform traffic loads.
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Figure 2.13 The intracell-handover rate and unperformed handover rate
with uniform traffic loads.

In order to evaluate the speed of call setup, we simulate how many allocated channels
(allocated to new calls and handover calls) are chosen from free channels with the highest
priority (called number 1) and the second highest priority (called number 2). Figure 2.14
shows the percentage of allocated channels in the sequence of the priority list with different
traffic loads. More than 98% of allocated channels are chosen from the highest and next
highest priority channels. The number of allocated channels from the highest priority channels
slightly increases at high traffic loads. This algorithm is designed to search channels for call
set-up from the four highest priority channels whose cost is not larger than a specified value,
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but most of them are from the first two highest priority channels. Hence, this algorithm
performs with a short call setup time.
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Figure 2.14 Percentage of allocated channels in the sequence of the priority
lists. Number 1 denotes the highest priority channels and number 2 denotes
the next highest priority channels.

Comparing the performance of our algorithm with the first available (FA) based algorithm
[15] which does not have any priority channels for the power searching and the power is just
searched from a free channel randomly chosen. If a satisfying SIR value is not found in the
chosen channel, another free channel is randomly chosen to perform the same power searching
procedure until a satisfying SIR value is found or the call is blocked. We have simulated the
latter case at 15 Erlangs traffic load. Even though the latter algorithm has 0.5% blocking
probability and 4.2% dropping probability, the intracell handover rate is 696% and the
unperformed handover rate is 66.3%. That means that in average 6.96 intracell handover
accesses are caused by an admitted call and almost 34% of successful calls have experienced
multiple handover accesses. Obviously, the low blocking probability for the FA based scheme
is obtained by intensive call reassignment. However, because of the limitation of processing
capacity and signaling load in the radio network, such huge intracell handover rate might not
be acceptable and must cause much higher call blocking and dropping probabilities if it is
implemented than those given by simulation. In addition, the ratio which the calls are set up
on the first chosen channel is 72.8% and the ratio which the calls are set up on the second
chosen channel is 10.2%. It means that the FA based scheme has a longer call setup time
comparing our proposed scheme. Hence, the intracell handover rate should be a factor to
consider when evaluating the performance of an algorithm.

2.4 Chapter  Summary

In this chapter, two new dynamic channel allocation algorithms have been proposed. In the
proposed DCA algorithms, the effect of the channel allocation on existing calls is considered
with the call outage rate or a cost function. The effect of the time advance error for TDMA
system is not considered in the work.

In the first proposed algorithm, called the Minimum Call Outage (MCO) algorithm, a method
of estimating the average variation of on-going calls’  SIR due to the assignment of a coming
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call has been developed. The MCO scheme minimizes the call outage rate of the existing calls
when assigning a channel to a new call. The MCO scheme improves the capacity or QoS
performance compared with the First Available and Maximum SIR schemes. However, the
implementation of the MCO scheme is limited by the estimation error of the call outage rate.

In the second proposed algorithm, a cost function has been introduced to estimate the cost of a
channel. By comparing the performance of the (pure) cost-function based DCA scheme with
that of FA scheme and MSIR scheme we find that the cost-function can be introduced for
channel pre-selection to reduce the call dropping and handover rate and to speed up the call
set-up. Therefore, we have presented a distributed channel access algorithm combining the
channel assignment and power assignment. The cost function is used for channel pre-
selection, and the assigned power is probed on the pre-selected channel. This algorithm
greatly increases the capacity compared with the FCA. It does not cause a high intracell
handover rate and performs with a short call setup time.



www.manaraa.com

28

3. GPRS IMPACT ON THE QoS of GSM VOICE SERVICES

3.1 Introduction

General packet radio service (GPRS) is designed for transmitting packet data and is overlaid
on GSM system. It is supposed to take its radio resource from the pool of channels unused by
GSM voice services. The physical channels unused by voice services are allocated
dynamically to the GPRS according to the needs for actual packet transfers which is referred
to as the “capacity on demand”  principle [2]. Considering the radio interface, the QoS of GSM
voice services may be affected by GPRS. For example, the interference probability of voice
services will increase due to the additional interference contributed by GPRS transmission.
Besides probably causing a degradation of the QoS of voice services, the GPRS might affect
the system stability because a few users may be multiplexed in a channel and the cochannel
interference to the voice users might vary rapidly and dramatically in the time interval from 20
ms to a few seconds depending on the transmitted packet data size.

The introduction of packet data services should have no any effect or negligible effect on the
existing voice services. In order to guarantee the quality of service, it may be necessary to
allocate dedicated channels for the packet data service, especially for the GPRS with multiple
applications and multiple class services. However, such a scheme with dedicated channels
will reduce the number of channels provided for voice services and increase the blocking
probability to an undesirable level. The dynamic sharing of the channels between voice
services and packet data services seems not to have much impact on the capacity of voice
services and creates additional capacity for packet data services [46]. However, the system
performance may be degraded, e.g., outage probability increase, due to the additional
interference contributed by packet data transmission [47-49].

The investigation of the impact on voice services due to overlaying packet data services found
in the literature is mainly focused on the American advanced mobile phone standard (AMPS)
[46-48]. The discussion in [49] about the effect of GPRS on GSM is only considering a
simple case. The power control (with error), discontinuous transmission (DTX) and frequency
hopping have not been considered in those discussions. Until now, it seems that there is no
any published paper to give an analysis method which can be applied for the discussion of the
GPRS impact on the GSM voice services. In this chapter we will present a method to calculate
the outage probability of the GSM-GPRS network for both the non-frequency hopping and
frequency hopping systems. The GPRS impact on the GSM voice services is discussed by
analyzing the outage probability of voice services in a GSM-GPRS network.

3.2 Outage Probability Analysis for  GSM-GPRS System

All signals are assumed to have experienced Rayleigh fading with respect to a local mean
signal strength, while the local mean signal strength experiences log-normal slow fading
based on a mean value, which is determined by the propagation loss law of an inverse n-th
power of distance. The desired signal and interfering signals, and different individual
interfering signals are all statistically mutually independent. The slow fading is assumed to be
uncorrelated and the variance is the same for all cells. Voice activity detection is assumed to
be used in the system. The channel activity factor is assumed to be 40% for transmitting voice
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services and 100% for GPRS data services*. The power control algorithm is assumed to
compensate the pathloss and slow fading partly (0<α<1) [26-28]. The power control error is
considered [29-30] as a lognormal variable with a zero mean and a standard deviation σe.

The received power of a desired signal S and the interference power I can be described as:
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where PT  is the transmitted power; ξ is the slow fading variable; Z is the fast fading variable;
r is the distance from the transmitter to the receiver; η is the pathloss exponent. X is the
channel activity factor; A is a proportional constant. The indexes i and k refer to the i-th
mobile in the k-th interfering cell and i = k = 0 corresponds to the desired mobile and the
desired cell. M and Nk are the number of interfering cells and the number of mobiles in the k-
th cell respectively. One should note that, when a channel is allocated to GPRS, it is shared by
a few data users. The cochannel interference to the voice users might fluctuate frequently in
the time interval from 20 ms to a few seconds depending on the transmitted packet data size,
since the locations of those data users could be very different.

The outage probability of a system is defined as the probability that the instantaneous signal
power to interference power ratio (S/I) falls below a specified threshold γ and denoted as

{ }P outage S Io( ) /= <Pr γ (3.3)

A method to calculate the outage probability of the GSM-GPRS network for both the non-
frequency hopping and the frequency hopping systems has been presented [P4]. This method
takes into account the Rayleigh fading, power control error, discontinuous transmission, and
frequency hopping.

Non-Frequency Hopping System

According to [P4], the average outage probability for the non-frequency hopping system is:
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where wi is the weight of the n-point Gauss-Hermite quadrature formula and xi is the abscissa
of the i-th zero of Gauss-Hermite polynomial [31-32]; Nv and Nd are the number of cochannels
used by voice users and data users simultaneously in M interfering cells respectively,

σ σ α σ σk q s e= = + +( )1 2 2 2 , σ α σ σ00
2 2 21= − +( ) s e ,a = 2 10 1000σ ln / ,

c k= 2 10 10σ ln / , d r r rk k k= −γ α α η( / )00
1

0 , d r r rq q q= −γ α α η( / )00
1

0 ,

                                                
* Due to multiplexing, when a channel is used for GPRS, the idle time of this channel could be very small if the

number of users requesting service is high enough. For the system planner’s point of view, the network situation
with a high GPRS load (worst case) should be considered to guarantee the QoS of voice services.
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where r00 is the distance from the desired mobile to its host base station; rk (or rq) is the
distance from the desired mobile to the k-th interfering base station of voice (or data) user in
downlink, or the distance from the host station to location of the cochannel voice (or data) user
in the k-th interfering cell in uplink; r0k (or r0q) refers to distance from location of the
cochannel voice (or data) user in the k-th interfering cell its own base station. The outage
probability is mainly dependent on the locations of mobiles, the frequency reuse factor and the
channels’  occupancy by GSM voice services and GPRS.

Frequency Hopping System

For frequency hopping systems, each channel in a cell is occupied by voice or data users with
the same probability Ak,

A
N k V N k

N N kk

v f d

t hop

=
⋅ +
⋅

( ) ( )

( )
                     (3.5)

where Nt is the number of time slots per TDMA frame and Nhop(k) is the number of distinct
frequency carriers in cell k; Nv(k) and Nd(k) are the number of channels using in cell k by voice
users and data users respectively; Vf is the activity factor of voice users.

In GSM frequency hopping system, each channel within a cell is orthogonal. Because of the
non-uniform call traffic in practical networks, the number of frequency carriers allocated to
different cells may not be the same. Therefore, the frequency set used in the desired cell may
not be exactly the same as the frequency sets in interfering cells.  Let Nco(k) be the number of
frequency carriers used in both the desired cell and interfering cell k; Nde is the total number of
frequency carriers used in the desired cell. We define a fractional factor fk as:
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Therefore, the interference probability caused by all users in cell k is pk
 =Ak⋅fk. The average

outage probability with frequency hopping system [P4] is
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where d r r rik ik ik= −γ α α η( / )00
1

0 ; r00 is the distance from the desired mobile to its host base station;
rik  is the distance from the desired mobile to the k-th interfering base station of the i-th mobile
in downlink, or the distance from the host base station of the desired mobile to the i-th mobile
in the k-th interfering cell in uplink; r0ik refers to distance from mobile i in interference cell k
to its own base station; Nk = Nv(k) + Nd(k).

3.3 Numer ical Results

In this section, we will give some numerical results of the outage probability of the uplink
affected by transmitting GPRS traffic in the GSM radio network resource. The goal of this
work is to investigate how the performance of voice services are affected by the introduction
of  GPRS traffic into existing GSM networks. The main interest is the interference statistics of
voice services affected by GPRS. Therefore, we assume that the call blocking probability of
voice services is not affected by GPRS by considering a preemptive priority for voice services.



www.manaraa.com

31

A. System model

An idealized system with equally-sized hexagonal cells and omnidirectional antennas is
considered. A central cell which is taken as the cell with desired mobiles has six interfering
cells. The propagation loss exponent η and standard deviation σs of the slow fading are same
for all cells and assumed to be 4 and 8 dB respectively. The voice channel activity factor is
assumed to be 0.4, and the packet data channel activity factor is 100%. For power control, the
algorithm partly compensating the path loss and shadowing is chosen with α = 0.5 [28]. The
threshold value of SIR is 10 dB.

The number of physical channels are 32 (4×8) available in a cell. It is assumed that 3 channels
are reserved for network signaling, thus, only 29 channels are available for traffic in a cell.
The GSM network is supposed to be operated at a blocking probability of 0.02 for voice
services. For a cell with 29 traffic channels, an average traffic load of 21.04 Erlangs is then
supported. The average number of voice calls in the system is E(n) = ρ(1-Pb) = 21.04×98% =
20.62 ≈ 21. This average number of voice calls is considered in our calculations mainly.
Based on the average situation with 21 channels used for voice services, a few channels are
assumed to be allocated to GPRS and the outage probability is calculated. The system
parameters are listed in Table 3.1.

TABLE 3.1. System parameters.
propagation loss exponent η = 4
std. deviation of the slow fading σs = 8 dB
voice channel activity factor 40%
GPRS channel activity factor 100%
power control (partly compensation) α = 0.5 [28]
std. deviation of power control error σe=0 and 2 dB
SIR threshold value γ =10 dB
total number of traffic channels 29
voice traffic load (Pb=2%) 21.04 Erlangs
channels simultaneously used by voice services 21

The mobile stations are uniformly distributed with an identical number in each cell. The
outage probability is calculated through a series of Monte Carlo simulations based on
generating a large number of snapshots. In each snapshot locations of users are randomly
generated, and a pure random channel allocation algorithm is used to assign channels to users
in the central (desired) cell as well as in each interfering cell, according to the considered
number of simultaneous users. Due to the random channel allocation, for the non-frequency
hopping system there always exist some “good”  channels with less cochannel users and “bad”
channels with more cochannel users, but for the frequency hopping system the quality of every
channel is the same because of the interference diversity. From the system planner’s point of
view, the system should guarantee the quality of the “worst”  channel with the largest number
of cochannel users. Therefore, for the non-frequency hopping system the outage probability of
each snapshot is calculated from the “worst”  channel. In a simulation, 10000 snapshots are
generated and the outage probability of each snapshot is calculated from (3.4) or (3.7). The
distribution of the outage probability in a given cell depends on locations of the mobile
stations in this cell and in its interfering cells. Instead of giving a cumulative distribution
function (CDF) of the outage probability, we only show the 0.9 percentile value, called 90%
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worst case outage probability. The 90% worst case outage probability is obtained by sorting
those 10000 snapshots’  values in increasing order and choosing the 9000th value.

B. Results

For an average situation of 21 traffic channels used by voice services in each cell
simultaneously, Fig. 3.1 shows the 90% worst case outage probability of the non-frequency
hopping system (with a reuse factor of 7) as function of the SIR value and with the number of
channels used for GPRS as a parameter. Figure 3.1a and 3.1b correspond to perfect power
control and 2 dB standard deviation of power control error in the system respectively. As seen
from Fig. 3.1, with the 10 dB SIR threshold value, the outage probability increases by about
5%-10% whenever the number of channels used for GPRS increases by one. In addition,
comparing Fig. 3.1a-b, about 0.5 dB degradation in average is found for the system with
imperfect power control.
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Figure 3.1. Outage probability (90% worse case) of non-frequency hopping system vs.

SIR with GPRS channel occupancy as a parameter for perfect power control and
imperfect power control respectively (21 channels used by voice services, a reuse
factor of 7).
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Similarly, Fig. 3.2a-b show the 90% worst case outage probability of the frequency hopping
system (with a reuse factor of 7) as function of the SIR value and with the number of channels
used for GPRS as a parameter. Fig. 3.2a and 3.2b correspond to perfect power control, and 2
dB standard deviation of power control error in the system respectively. The performance of
the frequency hopping system in the outage probability is much better than that of the non-
frequency hopping system. However, its characteristic of the outage probability affected by
GPRS is similar to that of the non-frequency hopping system.
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Figure 3.2. Outage probability (90% worst case) of frequency hopping system vs. SIR

with GPRS channel occupancy as a parameter for perfect power control and imperfect
power control respectively (21 channels used by voice services, a reuse factor of 7).

The power control error can cause the system has a higher outage probability. From Fig. 3.1
and 3.2, we find that when a high number of channels are used for GPRS, the increase
percentage of the outage probability is higher than that when a low number of channels are
used for GPRS. Therefore, the power control error has more impact on the system
performance when more channels are allocated to GPRS.

Figure 3.3 shows the 90% worst case outage probability of the non-frequency hopping system
(with a reuse factor of 7) as function of the number of channels occupied by voice services
and GPRS. A SIR threshold value of 10 dB and perfect power control are assumed in the
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simulation. For the same number of channels used by GPRS, the outage probability does not
vary very much from high channel occupancy to low channel occupancy of voice services.
The main reason is that the outage probability is calculated with the worst channel in each
snapshot here. This result implies that for the non-frequency hopping system the channels
provided to GPRS are not much different between high channel occupancy and low channel
occupancy of voice services. It must be aware that statement concluded from Fig. 3.3 is not
always true when the intracell handover is considered. When the channel occupancy is low, if
GPRS jeopardizes some “bad”  calls, they can be switched to other free channels with proper
intracell handover. Consequently, the system could provide more resources to GPRS than
those shown in Fig. 3.3 when the channel occupancy of voice services is low.

Figure 3.4 shows the 90% worst case outage probability of the frequency hopping (with a
reuse factor of 7) as function of the number of channels occupied by voice services and GPRS.
For the same number of channels used by GPRS, the outage probability increases as the
channel occupancy of voice services gets higher. Therefore, the quality of voice services may
not be affected by the introduction of GPRS into GSM with proper admission control.
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Figure 3.3. Outage probability (90% worst case) of non-frequency hopping system
vs. different number of channels occupied by voice services and GPRS (SIR
threshold value = 10 dB, a reuse factor of 7).
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Figure 3.4. Outage probability (90% worst case) of frequency hopping system vs.
different number of channels occupied by voice services and GPRS (SIR
threshold value = 10 dB, a reuse factor of 7).
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Cell coverage is normally determined by the received signal strength, however, the received
value of the signal to interference ratio (SIR) is more relevant to describe the service area of a
cell. Therefore, a parameter, the cell service area, is defined as the area over which a specified
outage probability limit is achieved. In order to investigate the cell service area of existing
voice services affected by GPRS, we simulate the outage probability as a function of the
normalized radius (r/R, R is the cell radius) in the desired cell. In each simulation, the location
of the mobile station in the desired cell is restricted to a circle with a radius r, and locations of
mobiles in interfering cells are randomly generated in those cells. 21 simultaneous voice users
are assumed in each cell and a SIR threshold value of 10 dB is used. Perfect power control is
assumed in the system. Figure 3.5 shows the 90% worst case outage probability of the non-
frequency hopping system as a function of normalized radius (r/R). With the same outage
probability limit, Figure 3.5 shows that the cell service area decreases by about 10%∼20%
whenever the number of channels used for GPRS increases by one. As more channels are
allocated to GPRS, the cell service area decreases dramatically.

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Normalized radius (r /R)

O
ut

ag
e 

pr
ob

ab
il

it
y 

(n
on

-f
re

qu
en

cy
 h

op
pi

ng
 

sy
st

em
)

Data channels = 0

Data channels = 1

Data channels = 2

Data channels = 3

Data channels = 4

Voice channels = 21
Perfect power control 

Figure 3.5. The 90% worst case outage probability of the non-frequency hopping
system vs. normalized radius (r/R).
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Figure 3.6. The 90% worst case outage probability of the frequency hopping system
vs. normalized radius (r/R).

Figure 3.6 shows the 90% worst case outage probability of the frequency hopping system
distributed with normalized radius r/R respectively. Though the frequency hopping system has
better performance in the cell service area than the non-frequency hopping system, the
characteristics of the cell service area shrinking as the introduction of GPRS is similar to that
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of the non-frequency system. The cell service area decreases by about 10-15% whenever the
number of channels used for GPRS increases by one.

Since GPRS causes a decrease of the cell service area, consequently, the dropping rate of the
intercell handover for the GSM network may increase due to the introduction of GPRS.

The effects of GPRS on the outage probability for systems with different frequency reuse
factors have been further discussed in publication 5 [P5]. According to [P5], the simulation
shows that the outage probability increase of the network with a small frequency reuse factor
caused by GPRS is higher than that of the network with a large frequency reuse factor.
Therefore, the GPRS affects the QoS of voice services of the network with small size reuse
factor more. GPRS will reduce the cell service area, but the reduction percentage of the cell
service area for the system with small reuse factor is higher than that for the system with large
reuse factor.

C. Stability of simulation results

In this chapter, the outage probability of each single point in those Figures is the 0.9 percentile
values, called 90% worst case outage probability, which is obtained from a series of Monte
Carlo simulation with 10000 shapshots. More specifically, the 90% worst case outage
probability is obtained by sorting those 10000 snapshots’  values in increasing order and
choosing the 9000th value. The 90% worst case outage probability distributed with the
number of shapshots can be approximately considered as a normal distribution, therefore we
can apply the method in [67] to estimate the confidence intervals for the results given in this
chapter. Let parameter Y is estimated from the observation vector X=[x1, x2, …, xm, …, xn].
Normally, the sample mean µ=�xi/n is used to estimate parameter Y if xi, i=1,..n, distributes
with a normal distribution. The factor of the confidence interval is [67] ∆µ=z⋅s/n1/2, where z is
percentile of the standard normal density and s is the standard deviation.

In this chapter, we use one of the sample xm to be the approximate estimation of Y (it can only
be true when the difference between the observation value xi is very small). The corresponding
factor of the confidence interval is ∆=µ-xm± z⋅s/n1/2.

One of curves in Figure 3.3 is used for the numerical test. The 0.9 percentile outage
probability of the case with four GPRS channels is calculated respectively with 10000, 20000,
30000, …, 100000 shapshots. The comparison between the outage probability with 10000
shapshots (Poutage(10000)) and the mean with 99% confidence interval (which are estimated
from the ten sample values of Poutage(10000), Poutage(20000), …, Poutage(100000)) is shown in
Figure 3.7.

Figure 3.7 shows that most of the outage probability values from 10000 shapshots are out of
the 99% confidence interval of the mean. However, the difference between the outage
probability values from 10000 shapshots and mean plus the 99% confidence interval is very
small (below 0.002) and can be ignore in the practical application. That is the maximum
confidence interval is about 2% of the outage probability with 10000 shapshots for this case.
Therefore, the outage probability from 10000 shapshots shown in this chapter are stable
enough for the practical application.
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Figure 3.7. Comparison between the outage probability with 10000 shapshots
(Poutage(10000)) and the mean with the 99% confidence interval (which are
estimated from the ten sample values of Poutage(10000), Poutage(20000), …,
Poutage(100000) Poutage(10000), Poutage(20000), …, Poutage(100000)).

3.4 Chapter  Summary

GPRS is designed for transmission of packet data and supposed to take its radio resources
from the pool of channels unused by GSM voice services, in order to increase the effective
capacity of the digital cellular system. However, introducing GPRS into the existing GSM
network is at the expense of the degradation in either voice quality or voice capacity. In this
chapter, an analysis method has presented to calculate the outage probability of the GSM-
GPRS network for both the non-frequency hopping and frequency hopping systems. This
method takes into account the fast (Rayleigh) fading, power control (with error),
discontinuous transmission, and frequency hopping (if applied), and can be utilized to the
evaluation of network performance and network planning for GSM-GPRS cellular systems.

The effects on the quality of voice services due to the introduction of GPRS into GSM
network are evaluated by calculating the outage probability. Obviously, GPRS increases the
outage probability of existing GSM voice services. With the 10 dB SIR threshold value, the
outage probability increases by about 5%-10% whenever the number of channels used for
GPRS increases by one. The power control error has more impact on the system performance
when more channels are allocated to GPRS. The system with frequency hopping may provide
more channels to GPRS at the low channel occupancy, however, for non-frequency hopping
system, some voice users may need to have multiple intracell handovers in order to provide
more channels to GPRS at the low channel occupancy. The cell service area is decreased by
about 10%∼20% whenever the number of channels used for GPRS increases by one. As more
channels are provided to GPRS the cell service area decreases dramatically. Consequently, the
dropping rate of the intercell handover for GSM network may increase due to the introduction
of GPRS.
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The simulation shows that the outage probability increase of the network with a small
frequency reuse factor caused by GPRS is higher than that of the network with a large
frequency reuse factor. Therefore, the GPRS affects more on the QoS of voice services of the
network with small size reuse factor. GPRS will reduce the cell service area, but the reduction
percentage of the cell service area for the system with small reuse factor is higher than that for
the system with large reuse factor.

Therefore, channels unused by voice services might not all be used for carrying GPRS traffic.
The number of channels allocated to GPRS depends on the difference between the outage
level of the existing GSM network and the maximum acceptable level. Therefore, in order not
to damage the GSM voice services the remaining capacity of an existing network must be
correctly evaluated.
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4. ASPECTS FOR GPRS RADIO NETWORK PLANNING

4.1 Introduction

In chapter 3, we have discussed the possible effects of GPRS on the QoS of GSM voice
services and presented a method to calculate the remaining capacity of an existing network
considering the interference probability constraint. In this chapter we will discuss the GPRS
performance and principles of GPRS network planning.

The throughput and delay performance of GPRS mainly depends on the amount of radio
resources allocated and the system interference level which determines the coding scheme
adopted.  Earlier studies of GPRS performance found in the literature [33-36] are simulated
with a fixed number of channels used for data transmission. However, the number of channels
available to GPRS is a random variable depending on how many channels are used by voice
services and the interference level of the network. The service statistics is a movable boundary
Markov process [37-39]. The multi-rate service process sharing the same resource can be
modeled by a multi-dimensional Markov chain. For a small system (e.g., a few channels) the
exact solution of the system performance could be approached by matrix methods [40] and
moment generating functions [39]. However, for a large system, since those methods are
computationally intractable, the approximation method or simulation may be the only ways to
investigate the system performance.

In this chapter, we will investigate the GPRS downlink performance in a dynamically varying
number of resources. The protocols [2] in the uplink packet transmission is different from
those in the downlink transmission, where there is no any contention phase and the network
initiates the packet transfer to an MS in the Ready state. The medium access control (MAC) is
operated to provide efficient multiplexing in order to get GPRS users to share a common
transmission medium on both uplink and downlink. On the downlink the multiplexing is
controlled by a scheduling mechanism. Here, the first in first out (FIFO) scheduling principle
is assumed. We firstly discuss the single-cell case without considering the network
interference level. An approximation method for the single-slot service is discussed. The
analysis method may be useful for the preliminary designing of the system “buffer size” . The
multiple-slot services are discussed by simulations. Secondly we evaluate the GPRS
performance in multiple cell network considering the network interference level. By this work
new results about the GPRS performance are provided and will be useful for network
planning and operation. In the latter part of this chapter the guidelines for GPRS network
planning are given.

4.2 GPRS Per formance Evaluations

4.2.1 Single-Cell Case

For a system with m physical channels, mv channels are shared by voice and GPRS services
and md channels (md≥0) are dedicated to GPRS (Fig. 4.1). In the pool of mv channels, when
channels are not used by voice services, those channels may be used for GPRS transmission.
The voice services own preemptive priority over GPRS, i.e., whenever channels used for the
GPRS service are needed by voice services, the GPRS transmissions in some of those
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borrowed channels are stopped and the channels are released to voice services. The GPRS
users whose transmissions were interrupted will get service when resources are available
again.

1 2 mmv

mvVoice Data md

Figure 4.1. Illustration of the radio resource structure allocated to GSM voice
services and GPRS. The number of mv channels is shared with voice and GPRS
services and the number of md channels is dedicated to GPRS.

Assume that voice users arrival is a Poisson process with a rate of λv and the call service time
is exponentially distributed with a mean of 1/µv. All GPRS users share the physical channels
unused by the voice services. The arrival of GPRS data users is assumed to be a Poisson
process with rate λd and the service time is exponentially distributed with a mean of 1/µd. The
maximum number of data users accepted into the system (in service and in queue) is N. GPRS
users are served according to the first in first out (FIFO) principle. The arriving GPRS user is
allowed to transmit data if a sufficient number of free channels is available; otherwise it is
queued or blocked.

For such a voice/packed data mixed system, the blocking probability of voice services is not
affected by GPRS, however, the resource provided to GPRS is a random variable which
depends on the channel occupancy state of the voice services. The service statistics is a
movable boundary Markov process. The exact analysis solution for such a system could be
unsolvable especially as multiple classes of users are supported in GPRS. Therefore, here we
use an approximation method for single-slot service and simulations for multiple-slot services
to investigate the GPRS performance.

A. An Approximation Method for Performance Evaluation

The voice services are independent of GPRS. Because GPRS is mainly designed to transmit
intermittent and burst data, the service time of GPRS is rather smaller than that of voice
services. For such traffic characteristics, the steady state behavior of the voice/data mixed
system could be decomposed [38-39] into long term (voice) and short term (data) behavior. In
order to be accurate for the decomposition approximation it is necessary that each group of
states should achieve equilibrium in isolation. The essential of this decomposition technique is
to use the probability distribution of voice services to describe the interaction of voice services
with GPRS. Thus, the GPRS performance with the dynamically varying resource is obtained
by combining this distribution with its performance with a fixed resource.

For the voice services, the probability of n users in service is [53]
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The channels unused by the voice services may be used for the data services. The probability
of x channels available for the data services is equal to the probability of mv-x channels are
used by voice services and is obtained from (4.1):
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Due to the interference constraint, in chapter 3 we have concluded that channels unused by
voice services may not all be utilized by GPRS. It is assumed that the maximum number of
channels (not including the dedicated channels) allocated to GPRS is L.

For the transmission of the single slot service in a fixed number of C channels, the average
queueing time can be obtained from the M/M/C/N queueing system, where N is the maximum
number of users in system (in service and in queue). The steady-state probability pn is [53]:
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where n is the number of active users in the system, ρ = λd/µd and
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A new arrival is accepted into the system only if the number of GPRS users in the system is
below the maximum accepted number N. Otherwise, the new arrival is blocked. The blocking
probability is
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The average number of users in the system is obtained as
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Combining (4.2) with (4.4) and (4.5), the average blocking probability, throughput and
average queueing time of single slot GPRS in a dynamically varying resource are obtained as
following expressions respectively:
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Equations (4.6-8) are useful to design the “buffer size” . For multiple class (rate) GPRS
services, it is very difficult to analyze the state distribution probability of queueing system
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even in a fix number of transmission channels because of the large size of the state space.
Here, we only use simulation to evaluate the GPRS performance for multiple-slot services.

B. Numerical Results

In order to know the accuracy of the approximation, the numerical results are compared with
the simulation results. In the numerical calculations and simulations, 4 carriers, i.e., 4×8=32
channels in a cell are assumed, from which 1 channel is reserved for GPRS data and 31
channels are shared by voice services and GPRS. In the simulations, when a new voice call
arrives, if no free channel is available and the number of voice calls in service is below 31,
one of GPRS calls is interrupted in order to allocate one channel to the new voice call. When
resources are available, the interrupted GPRS calls have higher priority to be allocated
resource than the queueing calls. The average interruption time and probability of interruption
are simulated. The average service time of voice services is exponentially distributed with a
mean of 180 s. The traffic load of voice services is 22.83 Erlang corresponding to 2%
blocking probability for 31 channels. The maximum number of GPRS users allowed into
network is 40. Coding scheme CS-2 corresponding with a transmission rate of 13.4 kb/s is
assumed to be used in the simulation. The GPRS message size is exponentially distributed
with means of 2×13.4 kb, 5×13.4 kb, 10×13.4 kb respectively, corresponding to the mean
service time (1/µ) of 2s, 5s and 10s with single slot transmission. The approximation results of
single slot service are calculated from Eq. (4.6) and (4.8).
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Fig. 4.2. The mean queueing time of single-slot service for the average service
time (1/µ) of 2 s.

Fig. 4.2-4.3 show the mean queueing time of single-slot service distributed to the traffic load
for the average service time (1/µ) of 2s, 5s and 10s respectively. The average interruption time
is included into the mean queueing time here as well as in the latter part of this chapter.
Comparing the approximation results with simulation results, we find that the approximation
method could be used for evaluating the GPRS performance for high load traffic when the
average service time of voice services is much longer than that of GPRS, e.g., µd/µv>100. For
the characteristic of GPRS traffic, this requirement can be satisfied.  As the average service
time of GPRS increases, the error becomes larger. The reason of the error is that the
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approximation method over-estimates the blocking probability [P6]. According to the paper
[38], the error of this approximation decreases as the number of total channels increases and
increases as the “queueing size”  increases. Therefore equations (4.6-4.8) are only useful in the
preliminary designing work of the “buffer size”  N.
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Fig. 4.3. The mean queueing time of single-slot service for the average service
time (1/µ) of 5 s and 10 s respectively.

Multiple-Slot Services Performance

In the simulations of multislot services, the GPRS traffics in Table 4.1 are used. Two schemes
are used for resource allocation to GPRS calls.

- scheme-1 (fixed multislot scheme): On the arrival of a multislot (two or three slots) call from
the queue, if the available channels are not enough for the requirement of a call, it still stays
in queue until its resource requirement is fulfilled.

- scheme-2 (adaptive multislot scheme): On the arrival of a multislot (two or three slots) call
from the queue, if the available channels are not enough for the requirement of a call, the
available channels are allocated to the call.

TABLE 4.1: GPRS traffic
Traffic-1 All arrival traffic requires single-slot service.
Traffic-2 In the arrival traffic, 70%, 20%, 10% of calls require single-slot, two-slots

and three-slots services respectively, i.e., λ=λ1/0.7=λ2/0.2=λ3/0.1.
Traffic-3 In the arrival traffic, 50%, 30%, 20% of calls require single-slot, two-slots

and three-slots services respectively, i.e., λ=λ1/0.5=λ2/0.3=λ3/0.2.

Fig. 4.4-4.5 show the mean queueing time (average for all served calls) and blocking
probability with resource allocation scheme-1 and scheme-2 distributed with the call arrival
rate for the average message size of 2×13.4 kb. The performance of scheme-2 is much better
than that of scheme-1. From those figures, we find that for traffics with the same arrival rate
(λ) the performance of the adaptive multislot allocation scheme (scheme-2) in the mean
queueing time and blocking probability does not depend on the composition of the individual
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arrival rate (λk). In addition, the performance of the adaptive multislot allocation is almost
same as that of a system which only provides single-slot service. That implies that, when the
adaptive multislot allocation scheme is used, the GPRS performance can be evaluated with the
performance of the single-slot allocation. Therefore, the preliminary design of the “buffer
size”  N for adaptive multislot service can used the Equations (4.6-4.8).
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Fig. 4.4. The mean queueing time (average for all served calls) with resource
allocation scheme-1 and scheme-2 for the average message size of 2×13.4 kbits.
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Fig. 4.5. The average blocking probability with resource allocation scheme-1 and
scheme-2 for the average message size of 2×13.4 kbits.

The simulations of the multislot services also show that the interruption probability of GPRS
calls depends on the average message size more strongly than on the traffic load. In the
publication 6 [P6], it has been shown that the served rate of the multi-slot services decreases
as the increase of both call arrivals and the average packet size. Therefore, the adaptive
multislot allocation not only can reduce the blocking probability and delay caused by fixed
multislot services, but also can adapt to the GPRS traffic to provide the optimal performance.
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C

Figure 4.6. Simulation network.

4.2.2 Multi-Cell Network Case

The GPRS downlink performance shown in follows is from the simulation of a system with
equally-sized hexagonal cells (a reuse factor of 7) and omnidirectional antennas. To reduce
the border effect we simulate in 19 cochannel cells (Fig. 4.6) and only the performance in
center cell C is shown here. The voice traffic load is 21.04 Erlangs corresponding to 2%
blocking probability for 29 traffic channels (four carriers while three channels for signaling).
The system parameters given in table 4.2 are from the reference [41]. A parameter of α = 0.5
is chosen in power control which partly compensates the path loss and shadowing [28].

TABLE 4.2. Simulation parameters.
Pathloss (GSM900) L=132.8+38log(d), d in km
BTS power (max.)  43 dBm
BTS power (min.)  13 dBm
Cell radius  2 km
Std. dev. of slow fading  σs =8 dB
Range of slow fading  ± 15 dB
Noise level  -140 dBm
Power control parameter  α = 0.5
SIR threshold (voice user)  γ =12 dB
Date error rate of a packet  0.05
Max. num. of users in queue  60

TABLE 4.3. The required SIR values for GPRS coding schemes.
Coding
scheme

Code
rate

Data rate
(kbps)

Req. SIR
without FH

Req. SIR
with FH

CS-1 1/2 9.05 13 dB 9 dB
CS-2 ≈2/3 13.4 15 dB 13 dB
CS-3 ≈3/4 15.6 16 dB 15 dB
CS-4 1 21.4 19 dB 23 dB

Four coding schemes are used for GPRS in the simulation. The SIR threshold values for those
coding schemes are shown in Table 4.3 [42]. In chapter 3 we have concluded that channels
unused by voice services might not all be used for carrying GPRS traffic. The number of
channels allocated to GPRS depends on the difference between the outage level of the existing
GSM network and the maximum acceptable level. Here we assume the following policy to be
used for GPRS resource allocation:
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where E is the number of channels which can be allocated to GPRS; Y is the number of
channels unused by voice services. When a voice user is arriving and no free channel is
available, one of channels used by GPRS must be released to the voice user. The multiple rate
services consider the single-slot, two-slots and three-slots services, while the single rate
service refers the case where only a single slot service is provided by the network. We use the
adaptive timeslot allocation scheme for GPRS resource allocation, which implies that when
the number of available channels is not large enough for the requirement of a multislot call,
the available channels will be allocated to the call. For all the arriving GPRS calls, we assume
that the distributions of single-slot, two-slot and three-slot services are 50%, 30%, 20%
respectively (it has been shown in section 4.2.1 that the network performance in the mean
queueing time and blocking probability does not depend on the amount of percentage of each
group traffic for the adaptive timeslot allocation scheme). FUNET, Mobitex, and Railway
traffic models [52], are used in the simulation. The packet size X (in kbytes) of the FUNET
model conforms to a truncated Cauchy distribution, i.e.,

X U= − +tan( ( . )) .π 05 08,

where 0<X<10 kbytes; U is a random variable uniformly distributed in (0, 1). The Mobitex
model is uniformly distributed within the range of 15∼45 bytes in uplink and 58∼172 bytes in
downlink respectively. The packet size X of the Railway model is a truncated exponential
distribution, i.e.,

 X U= −170log( ) , 0<X<1000 bytes.

In order to remove the chaotic of the simulation result we do not use traffic with packet size
below 15 bytes in FUNET and Railway models.

In the downlink packet transfer, because the network initiates the transmission without any
contention, and the multiplexing is controlled by a scheduling mechanism, the throughput is
limited not only by available resources but also by the queueing length in network. The
queueing length of GPRS users is assumed to be 60. The packet error rate is assumed as 0.05*.
For a message with a size of x and an error rate of r, the total required transmitted data volume
is x/(1-r) for infinite retransmission with the selective ARQ protocol. As an approximation,
we use the total required transmitted data volume model as the retransmission consideration.

We give following parameters, mean throughput, mean normalized delay and mean queueing
time to show the capacity of a network. The mean throughput is the amount of data per second
that has been successfully transmitted over the air interface. The queueing time is the time that
a call has waited in the queue. The normalized delay is the time including the transmitted time
of a message, the queueing time and the interrupted time due to releasing its channel to a
voice user, normalized by the message size.

Figure 4.7 shows the mean throughput of the multi-rate services in downlink. The downlink
throughput performance is different from that of the uplink [35-36] and does not exhibit a
decrease as more traffic is arrival because there is no contention phase in downlink packet

                                                
* The required SIR values  in Table 4.3 corresponding to a BLER (block error rate) value not more than 10% for
systems with and without frequency hopping (FH).
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transfer. In addition, the difference in the mean throughput between the multiple-rate services
and the single-rate service is very small as shown by the simulation results.

Figures 4.8 and 4.9 show the mean queueing time of the multi-rate services and single-rate
service for the three traffic models respectively. The mean queueing time of the FUNET
model is much higher than that of the two other models because the average packet size (about
1.73 kbytes) of the FUNET model is much higher that of the Railway and Mobitex models
(0.178 kbytes and 0.112 kbytes respectively). There is not much difference (below 100 ms) in
the queueing time between the multi-rate services and the single-rate service. For the Railway
and Mobitex models, the queueing time of the single-rate service is lower than (not more than
70 ms) that of the multi-rate services when the traffic load increases. That implies that the
resource of the multiple-slot allocation can not be efficiently used by the traffic. As a result,
the multiple-slot allocation causes more calls in queue when the traffic load increases.
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Figure 4.9. The mean queueing time of multi-rate services (M) and single-rate service (S).
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Figure 4.10. The mean normalized delay of multi-rate services (M) and single-rate
service (S).

Figure 4.10 shows the mean normalized delay of the multi-rate services and the single-rate
service. The normalized delay of the Railway model is highest in the three models. The reason
is that because the Railway model has a high percentage of the low packet size. The
characteristic of delay performance in downlink is quite different from that in uplink shown in
[35], especially for the Mobitex traffic (with shorter packet sizes in uplink). For the FUNET
model, the multi-rate services has the similar normalized delay as the single-rate service,
however, for the Railway and Mobitex models the single-rate service has a lower delay than
the multi-rate services when traffic load increases. This characteristic further shows the
inefficiency of the multiple-slot allocation.

Figure 4.11 shows the comparison of the 95 percentile normalized delay of the single-slot
allocation in the multi-rate services and the single-rate service. From Figure 4.11, we find that
the delay of the single-slot allocation in the multi-rate services is the major contribution to the
network mean delay. The multi-slot allocation significantly increase the delay of the single-
slot service, which may be the “basic service”  provided by the network and have the largest
number of users due to the limitation of the network capacity.
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Figure 4.11. Comparison of the 95% percentile normalized delay of the single-slot

allocation in the multi-rate services (M) and the single-rate service (S).

Due to the dynamic variation of free channels available from voice services and the
interference limitation, the multiple-slot allocation does not show a gain of the mean
throughput neither a decrease of the mean delay. This result is different from the result of the
uplink performance [36]. Therefore, in the GPRS capacity planning, a compromise is needed
to be done between the uplink capacity and downlink capacity. In multi-rate services, the
multi-slot allocation significantly increases the delay of the single-slot service.

4.3 Aspects of GPRS network planning

GPRS is a new packet data service over the GSM and will be operated on the base station
sites of existing GSM networks. Two principles are needed to be considered when a GPRS
system is planned. The first one is that the effects on the existing voice services due to the
introduction of GPRS, such as blocking probability and call dropping rate, should be kept as
small as possible. The second one is that the reconfiguration of the existing network due to
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the introduction of GPRS must be avoided as possible, i.e., minimizing the additional GPRS
deployment cost. In this section, the issues of GPRS network planning are discussed.

4.3.1 Service requirements

GPRS should support wireless applications such as retrieving information from wireless
information centers and mobile offices, including World Wide Web surfing, file transfer,
remote network login, sending and receiving e-mail, cash and fund transfers, stock market
information transfer, credit card validations, lottery transactions, utility reading and electronic
monitoring. Applications such as news, weather and traffic reports, taxi and fleet management
may be included. The traffic of those applications exhibits the characteristic [27] from
frequent transmission of small volumes of data, to intermittent and non-periodic (bursty)
transmission of median volumes of data, and infrequent transmission of large data volumes.

The traditional voice traffic model is not valid for GPRS data traffic anymore. ETSI has
suggested [52] some traffic models such as FUNET model, Mobitex model and Railway
model for GPRS performance evaluations. For GPRS network planning we can apply those
models. However, a traffic model of WWW surfing should be included. A model suggested
by D-ETR SMG [43] is a simple model for GPRS planning.

GPRS provides both connectionless and connection-oriented point-to-point (PTP) packet
mode transmission as well as point to multipoint (PTM) services including the multicast,
group call and IP multicast transmission. The amount of radio resources allocated to GPRS is
adapted to local data traffic conditions and can be increased and decreased when it is needed.
This functionality gives a possibility that users acquire their services on basis of online
negotiation. For the PTP and PTM services, the quality of service (QoS) parameters, such as
the user data throughput, QoS class (transfer delay, priority) and reliability of transmission,
may be negotiated or set to default values. For mean throughput, the mean bit rates can be
negotiated to a value up to 111 kb/s [27]. Transfer delay and priority are combined into one
parameter, the QoS class (Table 4.4). The GPRS planning should provide the dynamic range
of the resource enabled to be used for GPRS and define the service classes supported by the
network on basis of the system performance parameters, e.g., throughput and delay. In
addition some information should be provided for the service negotiation and operation.

TABLE 4.4. GPRS QoS class.
packet size 128 octets 1024 octets

mean delay 95%ile
delay

mean
delay

95%ile
delay

class 1 (predictive) 0.5 s 1.5 s 2 s 7 s
class 2 (predictive) 5 s 25 s 15 s 75 s
class 3 (predictive) 50 s 250 s 75 s 375 s
class 4 (best effort) unspecified

4.3.2 Remaining capacity of an existing network

In chapter 3, it has been shown that the resources unused by voice services might not all be
used for carrying GPRS traffic due to the constraints of the interference probability or the
outage probability of a GSM network. In order to guarantee the quality of service for GSM
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voice services the network can allocate resources to GPRS only if it does not jeopardize the
voice services and the maximum extra resources enabled to allocate to GPRS are called the
remaining capacity of an existing network here. In GPRS radio network planning the planners
are first needed to answer what is the maximum resource that can be used for GPRS without
causing the quality of voice services under the acceptable limit.

Hence, in the procedures of the GPRS system planning, an evaluation of the signal to
interference ratio (SIR) level in the existing network must be done. The SIR evaluation can be
done by measurement, simulation or both.

The calculation of the outage probability of a GSM-GPRS network can provide some
guidelines to decide the maximum number of channels allocated to GPRS. The method
presented in chapter 3 can be used to calculate the outage probability of the GSM-GPRS
network for both the non-frequency hopping and the frequency hopping systems. As an
example the remaining capacity of a hexagonal cell’s network with a reuse factor of 7 is
estimated in following by the calculation of the outage probability. In the calculation, the
system parameters in table 3.1 are used except for the standard deviation of the power control
error with 1 dB.

Figure 4.12 shows the 90th percentile outage probability as function of the number of
channels used by voice and GPRS services and with the number of channels used for GPRS
as a parameter. The figure shows that the number of channels enabled to be allocated to
GPRS is depended on the voice traffic, however the channels unused by voice services may
not be all used for GPRS. Up to 5 channels can be allocated to GPRS without degrading the
network outage probability above the limit of 10%. When the number of free channels is
higher than 5, the percentage of those free resources that can be allocated to GPRS is about
50%-80%. For example, considering the number of voice users to be 16 (thus the number of
free channels is 13), for Figure 4.12 we find that the number of free channels that can be
allocated to GPRS is at most 8. The more free channels, the lower percentage of those free
channels can be allocated to GPRS. A simple admission control policy for allocating those
free channels to GPRS could be constructed on the basis of such kind of simulation results.
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Figure 4.12. The 90th percentile outage probability as function of the number
of channels used by voice and GPRS services.
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Figure 4.13. The 90th percentile outage probability as function of the normalized
radius (r/R) of a cell.

Figure 4.13 shows the 90th percentile outage probability as function of the normalized radius
(r/R) of a cell and with the number of channels used for GPRS as a parameter. The figure
shows that the service area of a cell shrinks after introducing GPRS. This implies that GPRS
may cause the system to have a higher dropping rate for call handover. When up to 5 channels
are used for GPRS, the SIR value on the border may be below the threshold value.

In GPRS network planning we need to evaluate the remaining capacity of a network. On the
basis of that evaluation, we can have a general picture for resources enabled to be allocated to
GPRS. This is a trade-off process between the quality of voice services and the capacity gain
of GPRS.

4.3.3 Capacity planning

The next question of GPRS radio network planing is how much average capacity is obtained
by overlaying GPRS onto an existing GSM network. As GPRS applications vary from high-
bit-rate services provided for business applications to low-bit-rate services like the normal file
transfer, the resource occupied by a GPRS user may vary from 1 to 8 timeslots. The traffic
density generated will depend on the environment characteristic (downtown, suburban areas,
business areas, rural area), the mix of terminal types, the demographic situation, the
penetration factor of GPRS services and the ranking or the popularity of applications.
According to those factors the distribution of the traffic demand can be estimated. The traffic
can be sorted into groups according to the basic bandwidth or timeslots required for each
group.

Since the bursty characteristic of the traffic, the variable data rate and the packet switched
transmission, the GPRS traffic capacity required can no longer be specified by the single unit
of voice services. The transmission rate could be used as the unit of traffic capacity. For
example, the traffic can be represented as kilobits per second per square kilometer (kb/s/km2).

The main tasks of the GPRS capacity planning are not only to try to meet the capacity required
by the traffic with an acceptable blocking probability and delay, but also to provide decision
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criteria to network for online QoS negotiation. To minimize the effort and cost for the
network operator, the original network configuration including cell planning, frequency
planning, setting of power and other cell parameters, should not require extensive
modification. In the initial phase of the GPRS launch, the network reconfiguration might not
be needed. As the GPRS getting more and more popular the reconfiguration may not be
avoided, e.g., more base stations are needed to be installed.

Due to the bursty characteristic of the GPRS traffic and multi-rate parallel services provided,
the Erlang B or Erlang C formula can not be applied in capacity planning. It does not require
permanently allocated packet data channels (PDCHs). The operator can decide to dedicate
permanently or temporarily some physical channels for GPRS traffic. In addition, rather than
having a dedicated packet common control channel (PCCCH), the GPRS may utilize the
existing GSM paging and control channels. For such a dynamically variable resource and the
bursty traffic, the capacity offered by the network may only be able to obtain from
simulations.

The resource that can be allocated to GPRS depends on the outage level of an existing
network, the blocking probability target for voice services and the number of the transmitter-
receiver units (TRXs) available in the base station. After the maximum number of channels
allocated to GPRS is decided from the last planning procedure, the next step is to simulate the
system performance in order to obtain the throughput and delay parameters. In the practical
GPRS planning, it should be done by computer automatically. In section 4.2.2 we have shown
the capacity performance of downlink differs that of uplink shown by previous studies.
Therefore, in the GPRS capacity planning, a compromise is needed to be done between the
uplink capacity and downlink capacity. On basis of the system performance parameters, e.g.,
throughput and delay, and the service classes supported by the network are defined.

4.3.4 Coverage planning

The main purpose of coverage planning is to achieve the required radio coverage with
specified time and location probability. In traditional voice services it is achieved by the link
budget within the range of the transmitted power level. Since GPRS is deployed on top of an
existing GSM network, the same link budget as that of voice services may be used for GPRS.
However, we need to consider that the outage probability near to the cell border area will be
increased as more channels used for GPRS. If the outage exceeds the network target it will
reduce the real served area of a cell and may cause a higher dropping rate of intercell handover
after the introduction of GPRS.

Four coding schemes are used for GPRS. For those four coding schemes, the specification of
GSM 05.05 [42] has defined the required SIR values (Table 4.3) corresponding to a BLER
(block error rate) value not more than 10% for systems with and without frequency hopping.
Those SIR values have been included an implementation margin of 2 dB. The coding scheme
CS-1 is mainly used for the GPRS signaling and is the same scheme which is used in the
GSM signaling channel, e.g., the standalone dedicate common channel (SDCCH). Almost
every required SIR value for those coding schemes is higher than the 9 dB target value
required for GSM voice services. In addition, when more channels is allocated to GPRS, it has
an impact on the quality both of voice services and GPRS. Therefore, the GPRS service might
not have coverage in some areas in a cell for some networks. The network planning should at
least try to cover the areas with a high service demand. If the degradation of service coverage
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occurs temporarily, it will not be a problem for GPRS because the transmission can be
delayed and retransmitted. However, if the effect is in long term we have to face the network
reconfiguration problem, e.g., installing new base stations, or having a larger reuse factor and
more frequency carriers.

The varying SIR target values for different coding schemes may let the users to achieve a
higher data rate near the base station and a lower date rate near the cell border in generally.
We do not need to define which coding scheme should be used beforehand.

4.3.5 Frequency planning

The operator needs to decide if some physical channels are dedicated to GPRS traffic
permanently or temporarily. Normally no operator is willing to dedicate one frequency carrier
permanently to GPRS because of the limitation of frequency carrier, therefore no frequency
planning is needed. However, a small change in the original frequency planning might be
needed in order to meet the capacity demand and the new SIR requirement for GPRS.

The intelligent underlay-overlay (IUO) [44-45] used for frequency reuse partitioning in GSM
network still can be used for GPRS, but the SIR threshold values should be different from
those of voice services. The IUO can provide flexible data rate for GPRS due to the option of
several coding schemes. However, GPRS will reduce the original capacity gain from IUO in
GSM network, because the probability of using “super layer”  channels is reduced and the
probability of using “ regular layer”  channel is increased. If more channels are used for GPRS,
the whole cell may only be able to use the “ regular layer”  channels.

4.4 Chapter  Summary

In this chapter we have investigated the GPRS downlink performance with a dynamically
varying number of channels and outlined the principles of GPRS network planning. In the
investigation of GPRS downlink performance, we have discussed both the single-cell case
without considering the network interference level and the multi-cell network case when
considering the network interference level.

The motivation for studying the single-cell case is to provide simple methods for preliminary
system design (e.g., designing the system “buffer size”) and performance evaluation. An
approximation method is discussed for the evaluation of GPRS performance in single-slot
allocation with the varying amount of the radio resources. The approximation method given
here could be used for preliminary design and evaluation of GPRS performance when the
average service time of voice services is much longer than that of GPRS, e.g., µd/µv>100.
When the adaptive multislot allocation scheme is used, the blocking probability and the mean
queueing time of the multiple services are near to those of the single-slot service. Therefore,
the approximation method can also be applied for the preliminary system design and
performance evaluation of multiple services.

GPRS capacity performance in downlink is quite different from that in uplink because of the
difference in the transmission protocols. The GPRS transmission efficiency is highly affected
by the packet sizes of the data traffic. The multiple-slot allocation does not show a gain in the
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mean throughput neither a decrease in the mean delay. This result is different from the result
of the uplink performance [36]. The multi-slot allocation significantly increases the delay of
the single-slot service, therefore, a control of the multi-slot services is needed and the
implementation of the high number of multi-slot services may not be a good strategy for
operator.

The principles of GPRS network planning on top of the existing GSM system have been
outlined. Because it is planned on top of the existing network, the remaining capacity of an
existing network should be evaluated in the aspect of interference constraints. Otherwise,
GPRS service may damage the GSM voice services. The maximum radio resources allocated
to GPRS are defined as the network remaining capacity. For coverage planning, we need to
consider that the outage probability near to the cell border area will be increased as more
channels used for GPRS. If the outage exceeds the network target it will reduce the real served
area of a cell and may cause a higher handover dropping rate after the introduction of GPRS.
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5. CONCLUSIONS AND FURTHER RESEARCH

5.1 Conclusions

The first objective of this thesis is to investigate the relationship between the network capacity
and the quality of service in order to increase the utilization of radio resources. The second
one is to develop algorithms or methods for network control to manage the radio resources
efficiently and for radio network planners to plan the network optimally.

In order to approach the research objectives, in this thesis, the author have proposed two
dynamic channel allocation (DCA) schemes and developed an analysis method to investigate
the GPRS impact on the GSM voice services. In addition, the GPRS performance is
investigated and guidelines for GPRS network planning have been presented.

In the proposed DCA algorithms, the effect of the channel allocation on existing calls is
considered by the evaluation of the call outage rate or a cost function. In the first proposed
algorithm, called the Minimum Call Outage (MCO) algorithm, in order to evaluate the call
outage caused by those candidate channels the author has presented a method of estimating
the average SIR variation of on-going calls. The MCO scheme minimizes the call outage rate
of the existing calls when assigning a channel to a new call. The MCO scheme improves the
capacity or QoS performance compared with the First Available and Maximum SIR schemes,
however, there are some limitations in this algorithm, for example, a wrong decision on
channel allocation may be made due to using obsolete SIR values and the error of SIR
measurement.

In the second proposed algorithm a cost function has been introduced to estimate the cost of
the assignment of a candidate channel. By simulation we find that the cost-function can be
introduced for channel pre-selection to reduce the call dropping and handover rates and speed
up the call set-up. In the proposed DCA algorithm which combines the channel assignment
and power assignment, the cost function is used for channel pre-selection, and the power to be
assigned is probed on the pre-selected channels. This algorithm largely increases the capacity
compared with the FCA. It does not cause a high intracell handover rate and performs with a
short call setup time.

In order to investigate the GPRS impact on GSM voice services, in this thesis, the author has
presented an analysis method to calculate the outage probability of the GSM-GPRS network
for both the non-frequency hopping and frequency hopping systems. This method takes into
account fast (Rayleigh) fading, power control (with error), discontinuous transmission, and
frequency hopping, and can be utilized for the evaluation of network performance and
network planning for GSM-GPRS cellular systems. The effects on the quality of voice
services due to the introduction of GPRS into GSM network are evaluated by calculating the
outage probability. GPRS increases the outage probability of existing GSM voice services.
The outage probability increase of the network with a small frequency reuse factor caused by
GPRS is higher than that of the network with a large frequency reuse factor. That means the
GPRS affects more on the QoS of voice services of the network with a small reuse factor.
GPRS will reduce the cell service area, but the reduction percentage of the cell service area for
the system with small reuse factor is higher than that for the system with large reuse factor.
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By the investigation of GPRS impact on GSM voice service, it is found that those channels
unused by voice services might not all be used for carrying GPRS traffic. The number of
channels which can be allocated to GPRS depends on the difference between the outage level
of the existing GSM network and the maximum acceptable outage level.

An approximation method has been discussed for the evaluation of GPRS performance in
single-slot allocation with the varying amount of the radio resources. The approximation
method given here can be used for the preliminary design and evaluation of GPRS
performance when the average service time of voice services is much longer than that of
GPRS, e.g., µd/µv>100. The simulation results show that the blocking probability and the
mean queueing time, of multiple services with the adaptive multislot allocation, are neat to
those of the single service with single-slot allocation. Therefore, the approximation method
can be applied for the preliminary design and evaluation of multiple services also.

GPRS downlink performance of a multicell network with SIR adaptive coding schemes in
dynamic variable radio resource has been investigated. The simulation results show the
performance in downlink is quite different from that in uplink shown in previous studies
because of no contention phase in downlink transfer. The GPRS transmission efficiency is
highly affected by the packet sizes of the data traffic. It will cause both low efficiency of
transmission and high signaling load if the data packet size is too small. The multiple-slot
allocation does not show a gain in the mean throughput neither a decrease in the mean delay.
This result is different from the result of the uplink performance [36]. The multi-slot
allocation significantly increase the delay of the single-slot service, therefore, a control of the
multi-slot services is needed in the network and the implementation of a high number of
multi-slot services (e.g., more than 4 or 5 slots) may not be a good strategy for operator.

Because GPRS radio network planning is planned on top of an existing GSM network, the
most important issue for GPRS planning is to evaluate correctly the remaining capacity of an
existing network in the aspect of interference constraints. Otherwise, GPRS service may
damage the GSM voice services. The remaining capacity of a existing network is defined by
the maximum amount of radio resources in average which can be allocated to GPRS. The
capacity planning is done by simulating the system performance parameters, e.g., throughput
and delay, and defining the service classes supported by the network on basis of the network
remaining capacity. For coverage planning, it needs to consider that the outage probability
near to the cell border area will be increased when more channels are used for GPRS. If the
outage increase is beyond the network target it will reduce the real served area of a cell and
cause a higher handover dropping rate after the introduction of GPRS. GPRS will reduce the
original capacity gain from IUO in GSM network, because the probability of using “super
layer”  channels is reduced and the probability of using “ regular layer”  channel is increased. If
more channels are used for GPRS, the whole cell may only be able to use the “ regular layer”
channels.

5.2 Future Work

In the proposed DCA algorithms, the modeling of the effect of the channel allocation on
existing calls is mainly based on a homogenous network with regular hexagonal cells. In the
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practical network, the cell geometry and the cell size might not be the same for all cells. It
would be interesting and useful to extend the method to model the effect of the channel
allocation on existing calls for a network with different cell geometry and cell size. For such a
network, it can be foreseen that the cost of a channel to existing calls might have more classes
and be non-linearly scaled.

Even though the adjacent channel interference has been considered in the first proposed  DCA
method, it has not be considered in the second proposed DCA method. For a TDMA system
typically with a few frequency carriers, it is very difficult to avoid the adjacent channel
interference, therefore a DCA algorithm should provide a mechanism to handle the adjacent
channel interference.  This is one of interesting topics for the future work of the DCA
proposed in this thesis.

In this work, the GPRS impact on GSM voice services is investigated in a network which uses
the fixed channel allocation for the radio resource management. Some interesting researches
have been done [65-66] on packet data services with DCA method.  It would be interesting to
investigate what is difference when the dynamic channel allocation is applied for the radio
resource management. Also, the difference of the GPRS capacity gain between last two cases
of radio resource management would be interesting for study.

In chapter 4, The downlink simulation results of multiple-slot allocation do not show a gain in
the mean throughput neither a decrease in the mean delay. Those results are different from the
results of the uplink performance [36]. However, the simulation environments used in
downlink are not exactly same with those used in uplink, it is interesting and necessary to do
the uplink simulation in order to make a further conformation of this conclusion.
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SUMMARY OF PUBLICATIONS

Publication 1: Dynamic Channel Allocation Based on SIR Estimation (MDMC’96)

When assigning a channel to a new call, it may cause the deterioration of on-going calls or
call drop. In this paper, a method to estimate the average SIR variation of on-going calls due
to the assignment of an incoming call, has been developed. The effect of a candidate channel
on existing calls is considered by the evaluation of the call outage rate and the average SIR
degradation can be estimated. A new dynamic channel allocation scheme, the Minimum Call
Outage (MCO) scheme which takes into account the network capacity, the stability of the
network and the quality of service, is presented. The MCO scheme minimizes the call outage
probability and reduces the call drop probability when assigning a channel to a new call.

Simulation results show that the call block probability for the first available (FA) scheme is
lower than that for the maximum SIR scheme, but the call drop probability is higher and
especially the call outage probability is significant high. The MCO scheme can provide much
improvement in the call drop probability and call outage probability compared with the FA
scheme, but only with minor degradation on the call block probability. The MCO scheme
gives trade-off between the FA scheme and the Maximum SIR scheme.

Publication 2: Cost-Function Based Distributed Channel Allocation (APCC’97)

In this paper, a simple cost function based on the average interference has been introduced to
estimate the cost of the assignment of a candidate channel. A distributed channel access
algorithm, called the minimum cost algorithm, is proposed. In this algorithm the cost-function
is used to select a channel for call set-up.

By comparing the performance of the minimum cost scheme with that of first available (FA)
and maximum signal to interference ratio (MSIR) schemes, we find that the minimum cost
scheme has lower call dropping probability and unsuccessful call probability than the other two
schemes. The FA scheme achieves the low call blocking probability by intensive call dropping.
For the call set-up time, the minimum cost scheme has better performance than FA and MSIR
schemes. The average call set-up time of the minimum cost scheme is shorter than that of FA
and MSIR schemes.

Publication 3: Distributed Channel Allocation Algorithm with Power Control (IEEE
PIMRC’97)

In this paper, we integrate the channel assignment and power assignment into a distributed
channel access algorithm. The cost-function introduced in Publication 2 is used to provide
optional channels according to their cost for transmitted power level searching.

The simulation results show that this algorithm largely increases capacity compared with the
fixed channel allocation (FCA). The proposed algorithm does not cause high intracell
handover rate. It has a short average call setup time even at high traffic load. We suggest that
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the intracell handover rate should be a factor in evaluation of the performance of an algorithm,
because high handover access will intensively increase the load of signaling load and cause
much higher call dropping and blocking probabilities.

Publication 4: Outage Probability in GSM-GPRS Cellular Systems with and without
Frequency Hopping (Wireless Personal Communications, Vol. 14, Sept. 2000)

In this paper, we present a method to calculate the outage probability of the GSM-GPRS
network for both the non-frequency hopping and the frequency hopping systems. This method
takes into account Rayleigh fading, power control (with error), discontinuous transmission,
and frequency hopping (if applied), and can be utilized to the evaluation of network
performance and network planning for GSM-GPRS cellular systems.

The effects on the quality of voice services due to the introduction of GPRS into GSM
network are evaluated by calculating the outage probability. Obviously, GPRS increases the
outage probability of existing GSM voice services. With a 10 dB SIR threshold value, the
outage probability increases by about 5%-10% whenever the number of channels used for
GPRS increases by one. The power control error has more impact on the system performance
when more channels are allocated to GPRS. The system with frequency hopping may provide
more channels to GPRS at the low channel occupancy, however, for non-frequency hopping
system, some voice users may need to have multiple intracell handovers in order to provide
more channels to GPRS at the low channel occupancy. The cell service area is decreased by
about 10%∼20% whenever the number of channels used for GPRS increases by one. As more
channels are provided to GPRS the cell service area decreases dramatically. Consequently, the
dropping rate of the intercell handover for GSM network may increase due to the introduction
of GPRS.

Therefore, channels unused by voice services might not all be used for carrying GPRS traffic.
The number of channels allocated to GPRS depends on the difference between the outage
level of the existing GSM network and the maximum acceptable level. Therefore, in order not
to damage the GSM voice services the remaining capacity of an existing network must be
correctly evaluated.

Publication 5: Outage Probability for GPRS over GSM Voice Services (IEEE VTC’99-fall)

In this paper the effects on the quality of voice services due to the introduction of GPRS into
GSM network are further investigated by calculations of the outage probability. Based on
Publication 4, the outage probability of non-frequency hopping system and frequency hopping
system with different frequency reuse factors has been calculated.

For both non-frequency hopping system and frequency hopping system, GPRS affects the QoS
of voice services of the network with small reuse factor more than that of the network with
large reuse factor. The power control error has more impact on the system performance when
more channels are allocated to GPRS. GPRS will reduce the cell service area, but the
reduction percentage of the cell service area for the system with small reuse factor is higher
than that for the system with large reuse factor.
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Publication 6: GPRS Performance Estimation in GSM Circuit Switched Services and GPRS
Shared Resource Systems (IEEE WCNC’99)

In this paper, an approximation method is used for evaluation of the GPRS performance of
single-slot service on varying amount of radio resources. The method could be used for
preliminary design and evaluation of GPRS performance when the average service time of
voice services is much longer than that of GPRS. The simulations show that the interruption
probability of GPRS transmission due to release of channels to the upcoming demand of voice
services depends on the average message size more strongly than on the traffic load. When the
adaptive multislot allocation scheme is used, the GPRS performance in blocking probability
and the mean queueing time with multislot allocation is near to the performance of the single-
slot allocation and only depends on the total arrival rate of packet traffic rather than on the
composition of the arrival traffic rate of each service group.

Publication 7: GPRS Network Planning on the Existing GSM System(IEEE Globecom’2000)

In this paper the guidelines and principles of GPRS network planning on top of the existing
GSM system have been presented. Some important issues for GPRS network planning have
been pointed out. Because GPRS is planned on the existing network, the GPRS planning
differs somewhat from the normal cellular network planning. The most important issue for
GPRS planning is to evaluate correctly the remaining capacity of an existing network.
Otherwise, GPRS service may damage the GSM voice services.

The capacity planning is done by planning the system performance parameters, e.g.,
throughput and delay, and defining the service classes supported by the network on basis of
the network remaining capacity. GPRS capacity performance in downlink is quite different
from that in uplink because of the difference in the transmission protocols. The GPRS
transmission efficiency is highly affected by the packet sizes of the data traffic. It will cause
both low efficiency of transmission and high signaling load if the data packet size is too small.
The multiple-slot allocation does not show a gain in the mean throughput neither a decrease in
the mean delay. This result is different from the result of the uplink performance [36]. One of
the reasons is that their result is from simulation with a fixed amount of resources. The multi-
slot allocation significantly increase the delay of the single-slot service, which may be the
“basic service”  provided by the network and have the largest number of users due to the
limitation of the network capacity. Therefore, a control of the multi-slot services is needed in
the network and the implementation of a high number of multi-slot services (e.g., more than 4
or 5 slots) may not be a good strategy for operator.

For coverage planning, the same link budget as that of voice services may be used for GPRS.
However, we need to consider that the outage probability near to the cell border area will be
increased when more channels are used for GPRS. If the outage increase is beyond the
network target it will reduce the real served area of a cell and cause a higher handover
dropping rate after the introduction of GPRS. The frequency planning is not needed for GPRS
normally. GPRS will reduce the original capacity gain from IUO in GSM network, because
the probability of using “super layer”  channels is reduced and the probability of using “ regular
layer”  channel is increased. If more channels are used for GPRS, the whole cell may only be
able to use the “ regular layer”  channels.
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ERRATA

Publication 5:

Error  1:

Figure 3 and Figure 4 are misplaced each other. That is that Figure 4 is the outage probability
for a system without power control error and Figure 3 is the outage probability for a system
with 2 dB standard deviation of power control error. The correct figures are:

Fig. 3 The 90% worst case outage probability of the frequency hopping system
(perfect power control σe=0 dB). Nv and n denote the number of channels
simultaneously used by voice services and GPRS respectively.

Fig. 4 The 90% worst case outage probability of the frequency hopping system
(power control with an error of 2 dB standard deviation, σe=2 dB). Nv and n
denote the number of channels simultaneously used by voice services and
GPRS respectively.
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Publication 6:

Error  1:

Figure 3: The legend in the figure is incorrect. The correct one is shown in following figure.
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Fig 3. The mean queueing time of single-slot service for the average service
time (1/µ) of  5 s and 10 s respectively.

Error  2:

Figure 11: The legend in the figure is incorrect. The correct one is shown in following figure.

Fig. 11 The served rate of muitlslots services with resource allocation
scheme-2 for the average message size of 2×13.4 kb and 5×13.4 kb
respectively. The solid lines are used for the average message size of
2×13.4 kb and dashed lines for the average message size of 5×13.4 kb.
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